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Lab 1-0 TCL Script Reference and Demonstration

Learning Objectives

e Learn to use TCL scripts to verify full connectivity
¢ Identify causes of failures

Topology Diagram

Loopback 1: 10.1.1.1/30 Loopback 1: 10.2.1.1/30
Loopback 2: 10.1.2.1/30 Loopback 2: 10.2.2.1/30
Loopback 3: 10.1.3.1/30 Loopback 3: 10.2.3.1/30
Loopback 4: 10.1.4,1/30 Loopback 4: 10.2.4.1/30

A

$0/0/0 —
DCE 10.100.12.0/30 S0/0/0
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Quick TCL Reference

Refer back to this

tclsh

foreach address {
10.1.1.1

10.
10.
10.
10.
10.
10.
10.
10.
10.
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{
ping $address
}

tclquit
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Step 1: Initial Configuration

Paste in the initial configurations below:

R1:
1

Hostname R1

1

interface loopback
ip address 10.1.1.
1

interface loopback
ip address 10.1.2.
!

interface loopback
ip address 10.1.3.
!

interface loopback

ip address 10.1.4.
1

1
1 255.255.255.252

2
1 255.255.255.252

3
1 255.255.255.252

4
1 255.255.255.252

interface serial 0/0/0

ip address 10.100.12.1 255.255.255.252

clock rate 64000
no shutdown

1

router rip
version 2
network 10.0.0.0
no auto-summary
1

end

R2:
1

Hostname R2

!

interface loopback
ip address 10.2.1.
!

interface loopback
ip address 10.2.2.
1

interface loopback
ip address 10.2.3.
!

interface loopback

ip address 10.2.4.
1

1
1 255.255.255.252

2
1 255.255.255.252

3
1 255.255.255.252

4
1 255.255.255.252

interface serial 0/0/0

no shutdown
1
router rip
version 2
network 10.0.0.0
no auto-summary
1
end

Do you think that these configurations will achieve full connectivity between R1

and R2? Explain.
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Step 2: Verify Connectivity

The simplest way to verify OSI Layer 3 connectivity between two routers is to
use the Internet Control Message Protocol (ICMP). ICMP defines a number of
message types in RFC 792 for IPv4 and RFC 4443 for IPv6. (For copies, go to

www.ietf.org.)

ICMP defines procedures for echo (ping), traceroute, and source notification of
unreachable networks. Pinging an IP address can result in a variety of ICMP
messages, but the only message indicating that a ping is successful is the
ICMP echo reply message indicated by an exclamation point (!) in the output of
the ping command.

R1# ping 10.1.1.1

In Step 1, you may have noticed that R2’s configuration omits an IP address on
Serial0/0/0. R2 does not exchange updates with R1, because the IP protocol is
not running on R2’s serial interface until the IP address has been configured.

Without this IP address, for which addresses in the topology diagram do you
expect the ping to fail?

Cisco 10S Release 12.3(2)T and later supports TCL scripting in the Cisco 10S.
To construct a simple connectivity verification script, do the following:

1. Open atext editor and create a new document. Using a text file saves
time, especially if you are pasting the TCL script into multiple devices.

2. On the first line, enter the tclsh command and then press Return four
times to leave a pause while the TCL shell starts. The tclsh command,
when entered on a supported switch or router, enters TCL shell mode, in
which you can use native TCL instructions like foreach or issue EXEC-
mode commands. You can also access configuration mode from within
the TCL shell and issue configuration commands from their respective
menus, although these features are not explored in this lab.

tclsh

3. Begin a loop using the foreach instruction. The loop iterates over a
sequence of values, executing a defined sequence of instructions once
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for each value. Think of it as “for each value in Values, do each
instruction in Instructions.” For each iteration of the loop, $identifier
reflects the current value in Values. The foreach instruction follows the
model given below.

foreach identifier {
valuel
value2

valueX

1 _
instructionl
instruction?2

instructionY

}

To create a TCL script that pings each IP address in the topology, enter
each of the IP addresses in the value list. Issue the ping $address
command as the only instruction in the instruction list.

foreach address {
10.1.1.1
10.
10.
10.
10.
10.
10.
10.
10.
10.

H{
ping $address

}

ENNNNERRR
O s

N

'_\

O 1+
OPRWNEFROPMWN

RPRRPRRPRRPRRRRR

N
N

4. Copy the TCL script from the text file and paste it into each device.

R1# tclsh

R1(tch)#

R1(tch)#

R1(tch)#

R1(tch)# foreach address {
+>(tch)# 10.
+>(tch)# 10.
+>(tch)# 10.
+>(tch)# 10.
+>(tch)# 10.
+>(tch)# 10.
+>(tch# 10.
+>(tch)# 10.
+>(tch# 10.
+>(tch)# 10.
+>(tch)# } {
+>(tcl)# ping $address
+>(tch# }

O
e ol el
'_\

OPRWNRFRPORMWNER
N
N

BNNNNRRRRER

O
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Type escape sequence to abort.

Sending 5, 100-byte ICMP Echos to 10.1.1.1, timeout is 2 seconds:

Success rate is 100 percent (5/5), round-trip min/avg/max = 1/1/4 ms

Type escape sequence to abort.

Sending 5, 100-byte ICMP Echos to 10.1.2.1, timeout is 2 seconds:

Success rate is 100 percent (5/5), round-trip min/avg/max = 1/1/4 ms

Type escape sequence to abort.

Sending 5, 100-byte ICMP Echos to 10.1.3.1, timeout is 2 seconds:

Success rate is 100 percent (5/5), round-trip min/avg/max = 1/1/4 ms

Type escape sequence to abort.

Sending 5, 100-byte ICMP Echos to 10.1.4.1, timeout is 2 seconds:

Success rate is 100 percent (5/5), round-trip min/avg/max = 1/1/4 ms

Type escape sequence to abort.

Sending 5, 100-byte ICMP Echos to 10.100.12.1, timeout is 2 seconds:

Success rate is 0 percent (0/5)
Type escape sequence to abort.

Sending 5, 100-byte ICMP Echos to 10.2.1.1, timeout is 2 seconds:

Success rate is 0 percent (0/5)
Type escape sequence to abort.

Sending 5, 100-byte ICMP Echos to 10.2.2.1, timeout is 2 seconds:

Success rate is 0 percent (0/5)
Type escape sequence to abort.

Sending 5, 100-byte ICMP Echos to 10.2.3.1, timeout is 2 seconds:

Success rate is 0 percent (0/5)
Type escape sequence to abort.

Sending 5, 100-byte ICMP Echos to 10.2.4.1, timeout is 2 seconds:

Success rate is 0 percent (0/5)
Type escape sequence to abort.

Sending 5, 100-byte ICMP Echos to 10.100.12.2, timeout is 2 seconds:

Success rate is 0 percent (0/5)

R2# tclsh

R2(tch#

R2(tch#

R2(tcD#

R2(tcl)# foreach address {
+>(tcD# 10.1.1.1
+>(tch# 10.1.2.1
+>(tcD# 10.1.3.1
+>(tch# 10.1.4.1
+>(tc# 10.100.12.1
+>(tch# 10.2.1.1
+>(tcD# 10.2.2.1
+>(tch# 10.2.3.1
+>(tcD# 10.2.4.1
+>(tch# 10.100.12.2
+>Ctch)# } {

+>(tc)# ping $address
+>(tch# }

Type escape sequence to abort.
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Sending 5, 100-byte ICMP Echos to 10.1.1.1, timeout is 2 seconds:
Success rate is 0 percent (0/5)

Type escape sequence to abort.

Sending 5, 100-byte ICMP Echos to 10.1.2.1, timeout is 2 seconds:
Success rate is 0 percent (0/5)

Type escape sequence to abort.

Sending 5, 100-byte ICMP Echos to 10.1.3.1, timeout is 2 seconds:
Success rate is 0 percent (0/5)

Type escape sequence to abort.

Sending 5, 100-byte ICMP Echos to 10.1.4.1, timeout is 2 seconds:
Success rate is 0 percent (0/5)

Type escape sequence to abort.

Sending 5, 100-byte ICMP Echos to 10.100.12.1, timeout is 2 seconds:
Success rate is 0 percent (0/5)

Type escape sequence to abort.

Sending 5, 100-byte ICMP Echos to 10.2.1.1, timeout is 2 seconds:
Success rate is 100 percent (5/5), round-trip min/avg/max = 1/1/4 ms
Type escape sequence to abort.

Sending 5, 100-byte ICMP Echos to 10.2.2.1, timeout is 2 seconds:
Success rate is 100 percent (5/5), round-trip min/avg/max = 1/1/4 ms
Type escape sequence to abort.

Sending 5, 100-byte ICMP Echos to 10.2.3.1, timeout is 2 seconds:
Success rate is 100 percent (5/5), round-trip min/avg/max = 1/1/1 ms
Type escape sequence to abort.

Sending 5, 100-byte ICMP Echos to 10.2.4.1, timeout is 2 seconds:
Success rate is 100 percent (5/5), round-trip min/avg/max = 1/1/1 ms
Type escape sequence to abort.

Sending 5, 100-byte ICMP Echos to 10.100.12.2, timeout is 2 seconds:

Success rate is 0 percent (0/5)

5. Exit the TCL script using the tclquit command on each device.
Ri(tch)# tclquit

R2(tch)# tclquit

Notice that in the previous output, R1 and R2 could not route pings to the
remote loopback networks for which they did not have routes installed in their
routing tables.

You may have also noticed that R1 could not ping its local address on
Serial0/0/0. In HDLC, Frame Relay, and ATM serial technologies, all packets,
including pings to the local interface, must be forwarded across the link.

For instance, R1 attempts to ping 10.100.12.1 and routes the packet out
Serial0/0/0, even though the address is a local interface. Assume that there are
working configurations with an IP address of 10.100.12.2/30 assigned to the
Serial0/0/0 interface on R2. Once a ping from R1 to 10.100.12.1 reaches R2,
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R2 evaluates that this is not its address on the 10.100.12.0/30 subnet and
routes the packet back to R1 on its Serial0/0/0 interface. R1 receives the packet
and evaluates that 10.100.12.1 is the address of the local interface. R1 opens
this packet using ICMP, and responds to the ICMP echo request (ping) with an
echo reply destined for 10.100.12.1. R1 encapsulates the echo reply at
Serial0/0/0 and routes the packet to R2. R2 receives the packet and routes it
back to R1, the originator of the ICMP echo. The ICMP protocol on R1 receives
the echo reply, associates it with the ICMP echo it sent, and prints the output in
the form of an exclamation point.

To understand this behavior, observe the output of the debug ip icmp and
debug ip packet commands on R1 and R2 while pinging with the
configurations given in Step 3.

Step 3: Resolve Connectivity Issues

On R2, assign the IP address 10.100.12.2/30 to Serial0/0/0.

R2# conf t
R2(config)# interface serial 0/0/0
R2(config-if)# ip address 10.100.12.2 255.255.255.0

On each router, verify the receipt of RIPv2 routing information with the show ip
protocols command.

R1# show ip protocols
Routing Protocol is "rip”
Outgoing update filter list for all interfaces iIs not set
Incoming update filter list for all interfaces is not set

Sending updates every 30 seconds, next due in 28 seconds
Invalid after 180 seconds, hold down 180, flushed after 240
Redistributing: rip
Default version control: send version 2, receive version 2
Interface Send Recv Triggered RIP Key-chain
Serial0/0/0
Loopbackl 2 2
Loopback?2 2 2
Loopback3 2 2
2 2
i n

N

Loopback4
Automatic network summarizatio
Maximum path: 4
Routing for Networks:

is not in effect

10.0.0.0

Routing Information Sources:
Gateway Distance Last Update
10.100.12.2 120 00:00:13

Distance: (default is 120)

R2# show ip protocols

Routing Protocol is "rip”
Outgoing update filter list for all interfaces iIs not set
Incoming update filter list for all interfaces is not set
Sending updates every 30 seconds, next due in 26 seconds
Invalid after 180 seconds, hold down 180, flushed after 240
Redistributing: rip
Default version control: send version 2, receive version 2

Interface Send Recv Triggered RIP Key-chain
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Serial0/0/0 2
Serial0/0/1 2
Loopbackl 2
Loopback?2 2
Loopback3 2
Loopback4 2
Automatic network summarizatio
Maximum path: 4

Routing for Networks:

SNNNNNN

10.0.0.0

Routing Information Sources:
Gateway Distance
10.100.12.1 120

Distance: (default is 120)

is not in effect

Last Update
00:00:14

On each router, verify full connectivity to all subnets in the diagram by pasting
the TCL script on the command line in privileged EXEC mode.

R1# tclsh

R1(tch)#

R1(tch)#

R1(tch)#

Ri(tcl)# foreach address {
+>(tch# 10.
+>(tch)# 10.
+>(tch# 10.
+>(tch)# 10.
+>(tch# 10.
+>(tch)# 10.
+>(tch# 10.
+>(tch)# 10.
+>(tch# 10.
+>(tch)# 10.
+>(tch)# } {
+>(tcl)# ping $address
+>(tch)# }

o o
OMWNROMWNEER
N
H

RPRRPRRPRRRERRRRP

BNNNNR R R PR
N
N

O

Type escape sequence to abort.
Sending 5, 100-byte ICMP Echos to

Success rate is 100 percent (5/5),

Type escape sequence to abort.
Sending 5, 100-byte ICMP Echos to

Success rate is 100 percent (5/5),

Type escape sequence to abort.
Sending 5, 100-byte ICMP Echos to

Success rate is 100 percent (5/5),

Type escape sequence to abort.
Sending 5, 100-byte ICMP Echos to

Success rate is 100 percent (5/5),

Type escape sequence to abort.
Sending 5, 100-byte ICMP Echos to

Success rate is 100 percent (5/5),

Type escape sequence to abort.
Sending 5, 100-byte ICMP Echos to

Success rate is 100 percent (5/5),

Type escape sequence to abort.

10.1.1.1, timeout is 2 seconds:
round-trip min/avg/max = 1/1/4 ms
10.1.2.1, timeout is 2 seconds:
round-trip min/avg/max = 1/1/4 ms
10.1.3.1, timeout is 2 seconds:
round-trip min/avg/max = 1/1/1 ms
10.1.4.1, timeout is 2 seconds:
round-trip min/avg/max = 1/1/4 ms
10.100.12.1, timeout is 2 seconds:
round-trip min/avg/max = 56/57/64 ms
10.2.1.1, timeout is 2 seconds:

round-trip min/avg/max = 28/28/32 ms
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Sending 5, 100-byte ICMP Echos to 10.2.2.1, timeout is 2 seconds:

Success rate is 100 percent (5/5), round-trip min/avg/max = 28/28/28
Type escape sequence to abort.
Sending 5, 100-byte ICMP Echos to 10.2.3.1, timeout is 2 seconds:

Success rate is 100 percent (5/5), round-trip min/avg/max = 28/28/32
Type escape sequence to abort.
Sending 5, 100-byte ICMP Echos to 10.2.4.1, timeout is 2 seconds:

Success rate is 100 percent (5/5), round-trip min/avg/max

Type escape sequence to abort.
Sending 5, 100-byte ICMP Echos to 10.100.12.2, timeout is 2 seconds:

28/28/28

Success rate is 100 percent (5/5), round-trip min/avg/max = 28/28/32

R1(tcl)#

R2# tclsh

R2(tch)#
R2(tch#
R2(tch)#
R2(tch#
+>(tch)#
+>(tch#
+>(tch)#
+>(tch#
+>(tch)#
+>(tch#
+>(tch)#
+>(tch#

tclquit

foreach address {
10.1.1.1

10.1.2.1

10.1.3.1

10.1.4.1
10.100.12.1
10.2.1.1

10.2.2.1

10.2.3.1

+>(tcD# 10.2.4.1
+>(tch# 10.100.12.2
+>Ctch)# } {

+>(tc)# ping $address
+>(tch# }

Type escape sequence to abort.

Sending 5, 100-byte ICMP Echos to 10.1.1.1, timeout is 2 seconds:

Success rate is 100 percent (5/5), round-trip min/avg/max = 28/28/32

Type escape sequence to abort.

Sending 5, 100-byte ICMP Echos to 10.1.2.1, timeout is 2 seconds:

Success rate is 100 percent (5/5), round-trip min/avg/max = 28/28/32

Type escape sequence to abort.

Sending 5, 100-byte ICMP Echos to 10.1.3.1, timeout is 2 seconds:

Success rate is 100 percent (5/5), round-trip min/avg/max = 28/28/32

Type escape sequence to abort.

Sending 5, 100-byte ICMP Echos to 10.1.4.1, timeout is 2 seconds:

Success rate is 100 percent (5/5), round-trip min/avg/max = 28/28/32

Type escape sequence to abort.

Sending 5, 100-byte ICMP Echos to 10.100.12.1, timeout is 2 seconds:

Success rate is 100 percent (5/5), round-trip min/avg/max = 28/28/28

Type escape sequence to abort.

Sending 5, 100-byte ICMP Echos to 10.2.1.1, timeout is 2 seconds:

Success rate is 100 percent (5/5), round-trip min/avg/max = 1/1/4 ms

Type escape sequence to abort.

Sending 5, 100-byte ICMP Echos to 10.2.2.1, timeout is 2 seconds:
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ms

ms

ms

ms

ms

ms

Copyright © 2006, Cisco Systems, Inc



Success rate is 100 percent (5/5), round-trip min/avg/max = 1/1/1 ms
Type escape sequence to abort.

Sending 5, 100-byte ICMP Echos to 10.2.3.1, timeout is 2 seconds:
Success rate is 100 percent (5/5), round-trip min/avg/max = 1/1/4 ms
Type escape sequence to abort.

Sending 5, 100-byte ICMP Echos to 10.2.4.1, timeout is 2 seconds:
Success rate is 100 percent (5/5), round-trip min/avg/max = 1/1/4 ms
Type escape sequence to abort.

Sending 5, 100-byte ICMP Echos to 10.100.12.2, timeout is 2 seconds:
é&éééss rate is 100 percent (5/5), round-trip min/avg/max = 56/58/68 ms
R2(tch)# tclquit

Notice that the average round-trip time for an ICMP packet from R1 to
10.100.12.1 is approximately twice that of a ping from R1 to Loopbackl on R2.
This verifies the conclusion reached in Step 2 that the ICMP echo request to
10.100.12.1 and the ICMP echo reply from 10.100.12.1 each traverse the link
twice to verify full connectivity across the link.

Conclusion

Use TCL scripts to verify all your configurations in this course and observe the
output. If you verify your work, both academically and in production networks,
you will gain knowledge and save time in troubleshooting.
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Lab 2-1 EIGRP Configuration, Bandwidth, and Adjacencies

Learning Objectives

Topology Diagram

Configure EIGRP on an interface

Configure the bandwidth command to limit EIGRP bandwidth
Verify EIGRP adjacencies
Verify EIGRP routing information exchange

Utilize debugging commands for troubleshooting EIGRP

Challenge: Test convergence for EIGRP when a topology change occurs

Fa0/

1|so/o/0
Fa0/0] DCE

VLAN1: 10.1.200.0/24

Fa0/3
2
Fa0/0
Loopback2: 10.1.2.1/24
S0/0/0
2
S
&
N
o 3
Fa0/0

Loopback1: 192.168.100.1/30

Loopback15: 192.168.100.5/30

Loopback1: 10.1.1.1/24

Scenario

Loopback3: 10.1.3.1/24

You are responsible for configuring the new network to connect your company’s
Engineering, Marketing, and Accounting departments, represented by the
loopback interfaces on each of the three routers. The physical devices have just

1-11 CCNP: Building Scalable Internetworks v5.0 - Lab 2-1 Copyright © 2006, Cisco Systems, Inc



been installed and are connected by Fast Ethernet and serial cables. Your task
is to configure EIGRP to enable full connectivity between all departments.

Step 1: Addressing

Using the addressing scheme in the diagram, apply IP addresses to the Fast
Ethernet interfaces on R1, R2, and R3. Then create Loopbackl on R1,
Loopback2 on R2, and Loopback3 on R3 and address them according to the
diagram.

Ri#configure terminal

R1(config)# interface Loopbackl

Ri(config-if)# description Engineering Department
R1(config-if)# ip address 10.1.1.1 255.255.255.0
Ri(config-if)# exit

R1(config)# interface FastEthernet0/0
Ri(config-if)# ip address 10.1.100.1 255.255.255.0

R2#configure terminal

R2(config)# interface Loopback?2

R2(config-if)# description Marketing Department
R2(config-if)# ip address 10.1.2.1 255.255.255.0
R2(config-if)# exit

R2(config)# interface FastEthernet0/0
R2(config-if)# ip address 10.1.100.2 255.255.255.0

R3#configure terminal

R3(config)# interface Loopback3

R3(config-if)# description Accounting Department
R3(config-if)# ip address 10.1.3.1 255.255.255.0
R3(config-if)# exit

R3(config)# interface FastEthernet0/0
R3(config-if)# ip address 10.1.100.3 255.255.255.0

Leave the switch in its default (blank) configuration. By default, all switch ports
are in VLAN1 and are not administratively down.

For now, also leave the serial interfaces in their default configuration. You will
configure the serial link between R1 and R2 in Step 4.

Verify that the line protocol of each interface is up and that you can successfully
ping across each link. You should see similar output on each router:

Ril#sh ip interface brief

Interface IP-Address OK? Method Status

Protocol

FastEthernet0/0 10-.1.100-.1 YES manual up up
FastEthernet0/1 unassigned YES unset administratively down
down

Serial0/0/0 unassigned YES manual up up
Serial0/0/1 unassigned YES unset administratively down
down

Loopbackl 10.1.1.1 YES manual up up
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Step 2: Configuring EIGRP Across VLANL1

After you have implemented your addressing scheme, create an EIGRP
autonomous system (AS) on R1 using the following commands in global
configuration mode:

R1(config)# router eigrp 1
Ri1(config-router)# network 10.0.0.0

Using network statements with major networks causes EIGRP to begin sending
EIGRP Hello packets out all interfaces in that network (that is, subnets of the
major network 10.0.0.0/8). In this case, EIGRP should start sending Hello
packets out of its Fast Ethernet and loopback interfaces. To check if this is
occurring, use the debug eigrp packets in privileged-exec mode.

Ri1#debug eigrp packet

*Sep 25 21:27:09.547: EIGRP: Sending HELLO on Loopbackl

*Sep 25 21:27:09.547: AS 1, Flags 0x0, Seq 0/0 idbQ 0/0 iidbQ un/rely 0/0
*Sep 25 21:27:09.547: EIGRP: Received HELLO on Loopbackl nbr 10.1.1.1

*Sep 25 21:27:09.547: AS 1, Flags 0x0, Seq 0/0 idbQ 0/0

*Sep 25 21:27:09.547: EIGRP: Packet from ourselves ignored

*Sep 25 21:27:10.203: EIGRP: Sending HELLO on FastEthernet0/0

*Sep 25 21:27:10.203: AS 1, Flags 0x0, Seq 0/0 idbQ 0/0 iidbQ un/rely 0/0
Ri1#undebug all

These Hello packets are unanswered by the other routers, because EIGRP is
not yet running on R2 or R3. R1 ignores the Hello packets from itself on
Loopbackl. Use the undebug all command to stop the debug output.

Which interfaces are involved in EIGRP’s routing process on this router? Use
show ip eigrp interfaces to show which interfaces are participating in EIGRP.
You should see output similar to the following:

Rl#show ip eigrp interfaces
IP-EIGRP interfaces for process 1

Xmit Queue Mean Pacing Time Multicast Pending
Interface Peers Un/Reliable SRTT Un/Reliable Flow Timer Routes
Fa0/0 0 0/0 0 0/1 0 0
Lol 0 0/0 0 0/1 0 0

You are interested in seeing the adjacency initiate on R1 and R2, so you issue
debug eigrp packets on R1 and R2 to monitor the adjacency taking place in
real time while you configure R2.

Now, in global configuration mode on R2, issue the same set of commands you
issued on R1 to create EIGRP AS 1 and advertise the 10.0.0.0/8 network. You
should see debug output similar to the following:

R2#debug eigrp packets
EIGRP Packets debugging is on

(UPDATE, REQUEST, QUERY, REPLY, HELLO, IPXSAP, PROBE, ACK, STUB, SIAQUERY,
SIAREPLY)
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R2#configure terminal

Enter configuration commands, one per line. End with CNTL/Z.
R2(config)#router eigrp 1

R2(config-router)#network 10.0.0.0

R2(config-router)#

*Sep 25 20:32:
*Sep 25 20:32:
*Sep 25 20:32:
*Sep 25 20:32:
*Sep 25 20:32:

28.427:
28.427:
28.431:
28.431:
28.431:

(FastEthernet0/0) is

*Sep 25 20:32:

28.431:

EIGRP: Sending HELLO on FastEthernet0/0
AS 1, Flags 0x0, Seq 0/0 idbQ 0/0 i1idbQ un/rely 0/0
EIGRP: Received HELLO on FastEthernet0/0 nbr 10.1.100.1
AS 1, Flags 0x0, Seq 0/0 idbQ 0/0
%DUAL-5-NBRCHANGE: IP-EIGRP(0) 1: Neighbor 10.1.100.1
up: new adjacency
EIGRP: Enqueueing UPDATE on FastEthernet0/0 nbr

10.1.100.1 iidbQ un/rely 0/1 peerQ un/rely 0/0

*Sep 25 20:32:
*Sep 25 20:32:

peerQ un/rely

*Sep 25 20:32:
*Sep 25 20:32:
*Sep 25 20:32:
*Sep 25 20:32:
*Sep 25 20:32:

peerQ un/rely

*Sep 25 20:32:
*Sep 25 20:32:

peerQ un/rely

*Sep 25 20:32:
*Sep 25 20:32:

un/rely 0/1

*Sep 25 20:32:

28.435:
28.435:

0/0

28.435:
28.435:
28.435:
28.439:
28.439:

0/1

28.443:
28.443:

071

28.447:
28.447:

28.447:

EIGRP: Received UPDATE on FastEthernet0/0 nbr 10.1.100.1
AS 1, Flags 0x1, Seq 170 idbQ 0/0 i1idbQ un/rely 0/1

EIGRP: Requeued unicast on FastEthernet0/0
EIGRP: Sending HELLO on FastEthernet0/0
AS 1, Flags 0x0, Seq 0/0 idbQ 0/0 i1idbQ un/rely 0/0
EIGRP: Sending UPDATE on FastEthernet0/0 nbr 10.1.100.1
AS 1, Flags 0x1, Seq 1/1 idbQ 0/0 iidbQ un/rely 0/0

EIGRP: Received UPDATE on FastEthernet0/0 nbr 10.1.100.1
AS 1, Flags 0x8, Seq 2/0 idbQ 0/0 i1idbQ un/rely 0/0

EIGRP: Received ACK on FastEthernet0/0 nbr 10.1.100.1
AS 1, Flags 0x0, Seq 0/1 idbQ 0/0 iidbQ un/rely 0/0

EIGRP: Enqueueing UPDATE on FastEthernet0/0 nbr

10.1.100.1 iidbQ un/rely 0/1 peerQ un/rely 0/0 serno 1-2

*Sep 25 20:32:

*Sep 25 20:32:
*Sep 25 20:32:

28.451:

28.455:
28.455:

EIGRP: Requeued unicast on FastEthernet0/0
EIGRP: Sending UPDATE on FastEthernet0/0 nbr 10.1.100.1
AS 1, Flags 0x8, Seq 2/2 idbQ 0/0 iidbQ un/rely 0/0

peerQ un/rely 0/1 serno 1-2
*Sep 25 20:32:28.455: EIGRP: Enqueueing UPDATE on FastEthernet0/0 iidbQ

un/rely 0/1 serno 3-3
*Sep 25 20:32:
*Sep 25 20:32:

peerQ un/rely

*Sep 25 20:32:
*Sep 25 20:32:
*Sep 25 20:32:
*Sep 25 20:32:

peerQ un/rely

*Sep 25 20:32:
*Sep 25 20:32:
*Sep 25 20:32:

serno 3-3

*Sep 25 20:32:
*Sep 25 20:32:

peerQ un/rely

*Sep 25 20:32:
*Sep 25 20:32:
*Sep 25 20:32:

peerQ un/rely

28.455:
28.455:

0/1

28.455:
28.455:
28.459:
28.459:

171

28.467:
28.467:
28.467:

28.471:
28.471:

1/1

28.471:
28.479:
28.479:

1/0

EIGRP: Received UPDATE on FastEthernet0/0 nbr 10.1.100.1
AS 1, Flags 0x8, Seq 3/1 idbQ 0/0 1idbQ un/rely 0/1

EIGRP: Enqueueing ACK on FastEthernet0/0 nbr 10.1.100.1
Ack seq 3 1idbQ un/rely 0/1 peerQ un/rely 1/1

EIGRP: Received ACK on FastEthernet0/0 nbr 10.1.100.1
AS 1, Flags 0x0, Seq 0/2 idbQ 0/0 iidbQ un/rely 0/1

EIGRP: Forcing multicast xmit on FastEthernet0/0
EIGRP: Sending UPDATE on FastEthernet0/0
AS 1, Flags 0x0, Seq 370 idbQ 0/0 i1idbQ un/rely 0/0

EIGRP: Received ACK on FastEthernet0/0 nbr 10.1.100.1
AS 1, Flags 0x0, Seq 0/3 idbQ 0/0 iidbQ un/rely 0/0

EIGRP: FastEthernet0/0 multicast flow blocking cleared
EIGRP: Sending ACK on FastEthernet0/0 nbr 10.1.100.1
AS 1, Flags 0x0, Seq 0/3 idbQ 0/0 iidbQ un/rely 0/0

The debug output displays the EIGRP Hello, Update, and ACK packets.
Because EIGRP uses Reliable Transport Protocol (RTP) for Update packets,
you see routers replying to Update packets with the ACK packet. You can turn
off debugging with undebug all.
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Configure EIGRP on R3 using the same commands.

R3(config)# router eigrp 1
R3(config-router)# network 10.0.0.0

Step 3: Verifying the EIGRP Configuration

When R3 is configured, issue show ip eigrp neighbors on each router. If you
have configured each router successfully, there are two adjacencies on each
router.

Ril#show ip eigrp neighbors
IP-EIGRP neighbors for process 1

H Address Interface Hold Uptime  SRTT RTO Q Seq
(sec) (ms) Cnt Num

1 10.1.100.3 Fa0/0 10 00:00:17 1 200 0 7

0 10.1.100.2 Fa0/0 11 00:02:01 5 200 0 6

1
R2#sh ip eigrp neighbors
IP-EIGRP neighbors for process 1

H Address Interface Hold Uptime SRTT RTO Q Seq
(sec) (ms) Cnt Num

1 10.1.100.3 Fa0/0 13 00:00:56 1 200 0 7

0 10.1.100.1 Fa0/0 12 00:02:40 1 200 0O 47

1
R3#sh ip eigrp neighbors
IP-EIGRP neighbors for process 1

H Address Interface Hold Uptime SRTT RTO Q Seq
(seo) (ms) Cnt Num

1 10.1.100.2 Fa0/0 11 00:01:21 819 4914 0O 6

0O 10.1.100.1 Fa0/0 11 00:01:21 2 200 0 47

Now check whether the EIGRP routes are being exchanged between the
routers using show ip eigrp topology:

Ril#show ip eigrp topology
IP-EIGRP Topology Table for AS(1)/1D(10.1.1.1)

Codes: P - Passive, A - Active, U - Update, Q - Query, R - Reply,
r - reply Status, s - sia Status

P 10.1.3.0/24, 1 successors, FD is 156160

via 10.1.100.3 (156160/128256), FastEthernet0/0
P 10.1.2.0/24, 1 successors, FD is 156160

via 10.1.100.2 (156160/128256), FastEthernet0/0
P 10.1.1.0/24, 1 successors, FD is 128256

via Connected, Loopbackl
P 10.1.100.0/24, 1 successors, FD is 28160

via Connected, FastEthernet0/0

You should see all the networks currently advertised by EIGRP on every router.
We will explore the output of this command in the next lab. For now, verify that
each of the loopback networks exist in the EIGRP topology table. Because
EIGRP is the only routing protocol running and currently has routes to these
networks, issuing show ip route eigrp displays the best route to the destination
network.
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Ril#show ip route eigrp

10.0.0.0/24 is subnetted, 4 subnets
D 10.1.3.0 [90/156160] via 10.1.100.3, 00:00:53, FastEthernet0/0
D 10.1.2.0 [90/156160] via 10.1.100.2, 00:00:53, FastEthernet0/0

To check whether you have full connectivity, ping the remote loopbacks from
each router. If you have successfully pinged all the remote loopbacks,
congratulations! You have configured EIGRP to route between these three
remote networks.

Step 4: Configuring EIGRP on the Serial Interfaces

Your serial interfaces are still be in their default configuration. Address the
interface according to the diagram, and set the clock rate to 64 kbps.

R1(config)# interface serial 0/0/0

Ri(config-if)# ip address 10.1.200.1 255.255.255.0
R1(config-if)# clock rate 64000

Ri(config-if)# no shut

1

éZ(config)# interface serial 0/0/0
R2(config-if)# ip address 10.1.200.2 255.255.255.0
R2(config-if)# no shut

Notice that even though you have clocked the interface at 64 kbps, issuing
show interface serial 0/0/0 reveals that the interface still is a full T1 bandwidth
of 1544 kbps.

Rl#show interfaces serial 0/0/0
Serial0/0/0 is up, line protocol is up
Hardware is GT96K Serial
Internet address is 10.1.200.1/24
MTU 1500 bytes, BW 1544 Kbit, DLY 20000 usec,
reliability 255/255, txload 1/255, rxload 1/255

By default, EIGRP uses up to 50 percent of the bandwidth that your interface
reports to the Cisco I0S software. Suppose there was a significant routing
instability in some other part of our EIGRP AS. If EIGRP were to use 50 percent
of 1544 kbps for its own routing information traffic, EIGRP traffic would fully
saturate our measly 64 kbps serial link!

Also, recall that EIGRP makes bandwidth computations using a composite
metric in which one of the variables is the bandwidth of the interface. For
EIGRP to make an accurate computation, it needs correct information about the
bandwidth of your serial link. Therefore, you need to manually configure the
bandwidth variable to 64 kbps. Apply the bandwidth 64 command to the R1
and R2 serial interfaces as follows:

R1:
1

interface Serial0/0/0

bandwidth 64
1
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R2:
1
interface Serial0/0/0

bandwidth 64
1

Verify that your bandwidth configuration is reflected in the show interface

serial 0/0/0 output:

Rl#show interfaces serial 0/0/0
Seri1al0/0/0 is up, line protocol
Hardware is GT96K Serial
Internet address is 10.1.200.1/24
MTU 1500 bytes, BW 64 Kbit, DLY 20000
reliability 255/255, txload 1/255,

is up

R2#show interfaces serial 0/0/0
Serial0/0/0 is up, line protocol
Hardware is GT96K Serial
Internet address is 10.1.200.2/24
MTU 1500 bytes, BW 64 Kbit, DLY 20000
reliability 255/255, txload 1/255,

is up

usec,
rxload 1/255

usec,
rxload 1/255

Now, issue the show ip eigrp neighbors command, which displays the
following neighbor relationship between R1 and R2:

Ril#show ip eigrp neighbors
IP-EIGRP neighbors for process 1

H Address Interface
2 10.1.200.2 Se0/0/0

1 10.1.100.2 Fa0/0

0 10.1.100.3 Fa0/0

Hold Uptime SRTT

(sec) (ms)
10 00:03:03 24
14 09:22:42 269
11 09:22:42 212

RTO Q Seq
Cnt Num
200 0 53
1614 0 54
1272 0 59

Step 5: Configuring Network Statement Wildcard Masks

On R3, create Loopback11 with IP address 192.168.100.1/30, and Loopback15

with IP address 192.168.100.5/30.

R3(config)# interface Loopbackll
R3(config-if)# ip address 192.168.100.1
R3(config-if)# exit

R3(config)# interface Loopbackl5
R3(config-if)# ip address 192.168.100.5
R3(config-if)# exit

255.255.255.252

255.255.255.252

How can you add the 192.168.100.0/30 network to EIGRP without involving the

192.168.100.4/30 network as well?

In Step 2, we looked at how network statements select networks for routing
using major network boundaries. EIGRP also provides a way to select networks
using wildcard masks. In a wildcard mask, bits that may vary are denoted by 1s
in the binary bit values. If we wanted to route both Loopback11 and
Loopback15 with EIGRP, we could use a wildcard mask that includes both of
their network addresses, such as network 192.168.100.0 0.0.0.7 or network
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192.168.100.0 0.0.0.255. However, in this scenario, we only want to select
Loopbackl11’s IP network.

On R3, issue the following commands:

R3(config)# router eigrp 1
R3(config-router)# network 192.168.100.0 0.0.0.3

Did this solution work? Check it with the show ip eigrp interfaces command.
Notice that Loopback11 is involved in EIGRP, and Loopback15 is not.

R3#show ip eigrp interfaces
IP-EIGRP interfaces for process 1

Xmit Queue Mean Pacing Time Multicast Pending
Interface Peers Un/Reliable SRTT Un/Reliable Flow Timer Routes
Fa0/0 2 0/0 5 0/1 50 0
Lo3 0 0/0 0 0/1 0 0
Lol1l 0 0/0 0 0/1 0 0

Which of these two IP networks can you see in the routing table on R1 after
EIGRP converges with the new network? Look at the output of show ip route
eigrp on R1.

Rl#show ip route eigrp
10.0.0.0/24 is subnetted, 5 subnets
D 10.1.3.0 [90/156160] via 10.1.100.3, 00:05:59, FastEthernet0/0
D 10.1.2.0 [90/156160] via 10.1.100.2, 00:12:16, FastEthernet0/0
D 192.168.100.0/24 [90/156160] via 10.1.100.3, 00:03:05, FastEthernet0/0

Notice that the subnet mask for the 192.168.100.0 network advertised by R3 is
24 bits. This will be examined in much further depth in the next lab. Do you
remember the command to allow R3 to advertise the proper subnet mask to its
adjacent routers? If so, record it below:

Challenge: Topology Change

You have been reading up about the advantages of different routing protocols in
your spare time. You noticed statements claiming that EIGRP converges
significantly faster than other routing protocols in a topology where there are
multiple paths to the destination network. You are interested in testing this
before you bring the network that you are designing online.

Verify that all the neighbor relationships are active and that the routing tables of
each router have the original three loopback interfaces of the other routers as
described in the initial diagram. Make sure you issue the debug ip eigrp 1
command on all routers. You are not going to want to miss this!

You have observed the following output:

R2#show ip route eigrp
10.0.0.0/24 is subnetted, 5 subnets
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D 10.1.3.0 [90/156160] via 10.1.100.3, 00:05:22, FastEthernet0/0

D 10.1.1.0 [90/156160] via 10.1.100.1, 00:05:22, FastEthernet0/0
1

R3#sh ip route eigrp
10.0.0.0/24 is subnetted, 5 subnets

D 10.1.2.0 [90/156160] via 10.1.100.2, 09:25:37, FastEthernet0/0

D 10.1.1.0 [90/156160] via 10.1.100.1, 09:25:37, FastEthernet0/0

D 10.1.200.0 [90/40514560] via 10.1.100.2, 00:03:01, FastEthernet0/0
[90/40514560] via 10.1.100.1, 00:03:01, FastEthernet0/0

1

R3#traceroute 10.1.1.1

Type escape sequence to abort.
Tracing the route to 10.1.1.1

1 10.1.100.1 4 msec * 0 msec
R3#

R3is using R1 as the next hop to get to destination network 10.1.1.0/24 per
R3's routing table. However, R3 could potentially get to R1 through R2 via the
serial link if the Fast Ethernet port on R1 was shut down.

From RS3, issue a ping with a high repeat count to destination address 10.1.1.1:

ping 10.1.1.1 repeat 100000

You should see multiple exclamation points flooding the console output from
R3. On R1, shut down the FastEthernet0/0 interface:

R3(config)# interface FastEthernet0/0
R3(config-if# shutdown

From R3’s perspective, how many packets were dropped? Which of the EIGRP
timers causes this delay in the route recalculation?

Use the traceroute tool to find the new route from R3 to R1:
R3#traceroute 10.1.1.1

Type escape sequence to abort.
Tracing the route to 10.1.1.1

1 10.1.100.2 O msec 4 msec 0 msec
2 10.1.200.1 12 msec * 12 msec

Start your repeated ping again from R3 and administratively open the
FastEthernet0/0 interface on R1 again.

How many packets were dropped when the FastEthernet0/0 interface went up?

If you were using RIPv2 as your routing protocol instead of EIGRP, would fewer
packets or more packets be dropped?
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END OF LAB CONFIGS

Ri1#sh run
Building configuration...
I

Hostname R1
!
interface Loopbackl
description Engineering Department
ip address 10.1.1.1 255.255.255.0

interface FastEthernet0/0
ip address 10.1.100.1 255.255.255.0
no shutdown

interface Serial0/0/0
bandwidth 64
ip address 10.1.200.1 255.255.255.0
clockrate 64000
no shutdown
1
router eigrp 1
network 10.0.0.0
auto-summary
1
end

R2#sh run
Building configuration. ..
1

Hostname R2
!
interface Loopback?2
description Marketing Department
ip address 10.1.2.1 255.255.255.0

interface FastEthernet0/0
ip address 10.1.100.2 255.255.255.0
no shutdown

interface Serial0/0/0
bandwidth 64
ip address 10.1.200.2 255.255.255.0
no shutdown
1
router eigrp 1
network 10.0.0.0
auto-summary
1
end

R3#sh run
Building configuration. ..
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Hostname R3
!
interface Loopback3
description Accounting Department
ip address 10.1.3.1 255.255.255.0

interface Loopbackll
ip address 192.168.100.1 255.255.255.252

interface Loopbackl5
ip address 192.168.100.5 255.255.255.252

interface FastEthernet0/0
ip address 10.1.100.3 255.255.255.0
no shutdown
1
router eigrp 1
network 10.0.0.0
network 192.168.100.0 0.0.0.3
auto-summary
1
end
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Lab 2-2 EIGRP Load Balancing

Learning Objectives

Review basic EIGRP configuration

Explore the EIGRP topology table

Learn to identify successors, feasible successors, and feasible distances
Learn to use debug commands for EIGRP’s topology table

Configure and verify equal-cost load balancing with EIGRP

Configure and verify unequal-cost load balancing with EIGRP

Topology

Loopback21: 10.1.2.1/30
Loopback25: 10.1.2.5/30
Loopback29: 10.1.2.9/30

S0/0/0

DEE S0/0M1

~ S0/0/0

S0/0/1 10.1.103.0/29 DCE
Loopback11: 10.1.1.1/30 Loopback31: 10.1.3.1/30
Loopback15: 10.1.1.5/30 Loopback35: 10.1.3.5/30
Loopback19: 10.1.1.9/30 Loopback39: 10.1.3.9/30

Scenario

As a senior network engineer, you are considering deploying EIGRP in your
corporation and want to evaluate its ability to converge quickly in a changing
environment. You are also interested in equal-cost and unequal-cost load
balancing, because your network is filled with redundant links. These links are
not often used by other link-state routing protocols because of high metrics.
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Since you are interested in testing the EIGRP claims that you have read about,
you decide to implement and test on a set of three lab routers before deploying

EIGRP throughout your corporate network.

Step 1: Addressing and Serial Configuration

Create three loopback interfaces on each router and address them 10.1.X.1/30,
10.1.X.5/30, and 10.1.X.9/30, where X is the number of the router. Use the
following table or the configurations in Appendix A.

Router
R1

Interface
Loopback11l

IP Address/Mask

10.1.1.1/30

R1

Loopback15

10.1.1.5/30

R1

Loopback19

10.1.1.9/30

R2

Loopback21

10.1.2.1/30

R2

Loopback25

10.1.2.5/30

R2

Loopback?29

10.1.2.9/30

R3

Loopback31

10.1.3.1/30

R3

Loopback35

10.1.3.5/30

R3

Loopback39

10.1.3.9/30

R1(config)# interface Loopback

R1(config-if)# ip address 10.1.

Ri(config-if)# exit
R1(config)# interface Loopback

R1i(config-if)# ip address 10.1.

R1(config-if)# exit
R1(config)# interface Loopback

R1(config-if)# ip address 10.1.

Ri(config-if)# exit
1

éZ(config)# interface Loopback

R2(config-if)# ip address 10.1.

R2(config-if)# exit
R2(config)# interface Loopback

R2(config-if)# ip address 10.1.

R2(config-if)# exit
R2(config)# interface Loopback

R2(config-if)# ip address 10.1.

R2(config-if)# exit
1

é3(config)# interface Loopback

R3(config-if)# ip address 10.1.

R3(config-if)# exit
R3(config)# interface Loopback

R3(config-if)# ip address 10.1.

R3(config-if)# exit
R3(config)# interface Loopback

R3(config-if)# ip address 10.1.

R3(config-if)# exit
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Address the serial interfaces with the addressing shown in the topology
diagram. Set the clock rate to 64 kbps, and manually configure the interface
bandwidth to 64 kbps.

R1(config)# interface Serial 0/0/0

R1(config-if)# description R1-->R2

Ri(config-if)# clock rate 64000

R1(config-if)# bandwidth 64

Ri(config-if)# ip address 10.1.102.1 255.255.255.248
R1(config-if)# no shutdown

Ri(config-if)# exit

R1(config)# interface Serial 0/0/1

Ri(config-if)# description R1-->R3

R1(config-if)# bandwidth 64

Ri(config-if)# ip address 10.1.103.1 255.255.255.248
R1(config-if)# no shutdown

Ri(config-if)# exit

R2(config)# interface Serial 0/0/0

R2(config-if)# description R2-->R1

R2(config-if)# bandwidth 64

R2(config-if)# ip address 10.1.102.2 255.255.255.248
R2(config-if)# no shutdown

R2(config-if)# exit

R2(config)# interface Serial 0/0/1

R2(config-if)# description R2-->R3

R2(config-if)# clock rate 64000

R2(config-if)# bandwidth 64

R2(config-if)# ip address 10.1.203.2 255.255.255.248
R2(config-if)# no shutdown

R2(config-if)# exit

R3(config)# interface Serial 0/0/0

R3(config-if)# description R3-->R1

R3(config-if)# clock rate 64000

R3(config-if)# bandwidth 64

R3(config-if)# ip address 10.1.103.3 255.255.255.248
R3(config-if)# no shutdown

R3(config-if)# exit

R3(config)# interface Serial 0/0/1

R3(config-if)# description R3-->R2

R3(config-if)# bandwidth 64

R3(config-if)# ip address 10.1.203.3 255.255.255.248
R3(config-if)# no shutdown

R3(config-if)# exit

Verify connectivity by pinging across each of the local networks connected to
each router.

Step 2: EIGRP Configuration

Now set up EIGRP AS 100 using the same commands you used in the first
EIGRP lab.

Use the debug ip eigrp 100 command to watch EIGRP install the routes in the

routing table when your routers become adjacent. We will examine what is
occurring behind the scenes in the next step.
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For your reference, these are the commands:

R1(config)# router eigrp 100
R1(config-router)# network 10.0.0.0
1

éZ(config)# router
R2(config-router)#
1

eigrp 100
network 10.0.0.0

éS(config)# router
R3(config-router)#
!

eigrp 100
network 10.0.0.0

You get debug output similar to the following:

R1# debug ip eigrp 100

R1# conf t

R1(config)# router eigrp 100
Ri1(config-router)# network 10.0.0.0
R1(config-router)#

*Sep 26 16:16:23.740: %DUAL-5-NBRCHANGE:
(Serial0/0/0) is up: new adjacency

*Sep 26 16:16:23.748: IP-EIGRP(Default-I1P-Routing-Table:100):
incoming UPDATE packet

IP-EIGRP(0) 100: Neighbor 10.1.102.2

Processing

*Sep 26 16:16:25.748: IP-EIGRP(Default-I1P-Routing-Table:100): 10.1.102.0/24 -
do advertise out Serial0/0/0

*Sep 26 16:16:25.748: IP-EIGRP(Default-I1P-Routing-Table:100): 10.1.103.0/29 -
do advertise out Serial0/0/0

*Sep 26 16:16:25.748: IP-EIGRP(Default-IP-Routing-Table:100): Int
10.1.103.0/29 metric 40512000 - 40000000 512000

*Sep 26 16:16:25.748: IP-EIGRP(Default-1P-Routing-Table:100): 10.1.1.0/30 - do
advertise out Serial0/0/0

*Sep 26 16:16:25.748: IP-EIGRP(Default-IP-Routing-Table:100): Int 10.1.1.0/30
metric 128256 - 256 128000

*Sep 26 16:16:25.748: IP-EIGRP(Default-1P-Routing-Table:100): 10.1.1.4/30 - do
advertise out Serial0/0/0

*Sep 26 16:16:25.748: IP-EIGRP(Default-1P-Routing-Table:100): Int 10.1.1.4/30
metric 128256 - 256 128000

*Sep 26 16:16:25.748: IP-EIGRP(Default-1P-Routing-Table:100): 10.1.1.8/30 - do
advertise out Serial0/0/0

*Sep 26 16:16:25.748: IP-EIGRP(Default-1P-Routing-Table:100): Int 10.1.1.8/30
metric 128256 - 256 128000

*Sep 26 16:16:25.800: IP-EIGRP(Default-1P-Routing-Table:100): Processing
incoming UPDATE packet

*Sep 26 16:16:25.800: IP-EIGRP(Default-1P-Routing-Table:100): Int

10.1.103.0/29 M 41024000 - 40000000 1024000 SM 40512000 - 40000000 512000

*Sep 26 16:16:25.800: IP-EIGRP(Default-I1P-Routing-Table:100): 10.1.103.0/29
routing table not updated thru 10.1.102.2

*Sep 26 16:16:25.800: IP-EIGRP(Default-1P-Routing-Table:100): Int 10.1.2.0/30
M 40640000 - 40000000 640000 SM 128256 - 256 128000

*Sep 26 16:16:25.800: IP-EIGRP(Default-I1P-Routing-Table:100): route installed
for 10.1.2.0 QO

*Sep 26 16:16:25.800: IP-EIGRP(Default-IP-Routing-Table:100): Int 10.1.2.4/30
M 40640000 - 40000000 640000 SM 128256 - 256 128000

*Sep 26 16:16:25.800: IP-EIGRP(Default-I1P-Routing-Table:100): route installed
for 10.1.2.4 QO

*Sep 26 16:16:25.800: IP-EIGRP(Default-IP-Routing-Table:100): Int 10.1.2.8/30
M 40640000 - 40000000 640000 SM 128256 - 256 128000

*Sep 26 16:16:25.800: IP-EIGRP(Default-I1P-Routing-Table:100): route installed
for 10.1.2.8 QO

*Sep 26 16:16:25.804: IP-EIGRP(Default-1P-Routing-Table:100): 10.1.102.0/24 -

do advertise out Serial0/0/0
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*Sep 26 16:16:25.804: IP-EIGRP(Default-1P-Routing-Table:100): 10.1.103.0/29 -
do advertise out Serial0/0/0

*Sep 26 16:16:25.804: IP-EIGRP(Default-IP-Routing-Table:100): Int
10.1.103.0/29 metric 40512000 - 40000000 512000

*Sep 26 16:16:25.804: IP-EIGRP(Default-1P-Routing-Table:100): 10.1.1.0/30 - do
advertise out Serial0/0/0

*Sep 26 16:16:25.804: IP-EIGRP(Default-I1P-Routing-Table:100): Int 10.1.1.0/30
metric 128256 - 256 128000

*Sep 26 16:16:25.804: IP-EIGRP(Default-1P-Routing-Table:z100): 10.1.1.4/30 - do
advertise out Serial0/0/0

*Sep 26 16:16:25.804: IP-EIGRP(Default-IP-Routing-Table:100): Int 10.1.1.4/30
metric 128256 - 256 128000

*Sep 26 16:16:25.804: IP-EIGRP(Default-1P-Routing-Table:z100): 10.1.1.8/30 - do
advertise out Serial0/0/0

*Sep 26 16:16:25.804: IP-EIGRP(Default-1P-Routing-Table:100): Int 10.1.1.8/30
metric 128256 - 256 128000

*Sep 26 16:16:25.848: IP-EIGRP(Default-1P-Routing-Table:100): Processing
incoming UPDATE packet

*Sep 26 16:16:25.848: IP-EIGRP(Default-I1P-Routing-Table:100): Int 10.1.1.0/30
M 4294967295 - 40000000 4294967295 SM 4294967295 - 40000000 4294967295

*Sep 26 16:16:25.848: IP-EIGRP(Default-IP-Routing-Table:100): Int 10.1.1.4/30
M 4294967295 - 40000000 4294967295 SM 4294967295 - 40000000 4294967295

*Sep 26 16:16:25.848: IP-EIGRP(Default-IP-Routing-Table:100): Int 10.1.1.8/30
M 4294967295 - 40000000 4294967295 SM 4294967295 - 40000000 4294967295

Essentially, EIGRP’s DUAL state machine has just computed the topology table
for these routes and installed them in the routing table. Leave the debug
command on for the duration of the lab, because it is used in Step 5.

Check to see that these routes exist in the routing table with the show ip route
command:

R1# show ip route

Codes: C - connected, S - static, R - RIP, M - mobile, B - BGP
D - EIGRP, EX - EIGRP external, O - OSPF, IA - OSPF inter area
N1 - OSPF NSSA external type 1, N2 - OSPF NSSA external type 2
E1 - OSPF external type 1, E2 - OSPF external type 2
i - I1S-1S, su - IS-1S summary, L1 - 1S-1IS level-1, L2 - IS-IS level-2
ia - IS-1IS inter area, * - candidate default, U - per-user static route
0 - ODR, P - periodic downloaded static route

Gateway of last resort is not set

10.0.0.0/8 is variably subnetted, 8 subnets, 3 masks

D 10.1.2.8/30 [90/40640000] via 10.1.102.2, 01:08:13, Serial0/0/0
C 10.1.1.8/30 is directly connected, Loopbackl9

D 10.1.2.0/30 [90/40640000] via 10.1.102.2, 01:08:13, Serial0/0/0
C 10.1.1.0/30 is directly connected, Loopbackll

D 10.1.2.4/30 [90/40640000] via 10.1.102.2, 01:08:13, Serial0/0/0
C 10.1.1.4/30 is directly connected, Loopbackl5

C 10.1.103.0/29 is directly connected, Serial0/0/1

C 10.1.102.0/24 is directly connected, Serial0/0/0

Once you have full adjacency between the routers, ping all the remote
loopbacks to ensure full connectivity, or use the following TCL script. If you
have never used TCL scripts before or need a refresher, see the TCL lab in the
routing module.

foreach address {
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10.1.1.1
10.1.1.5
10.1.1.9
10.1.2.1
10.1.2.5
10.1.2.9
10.1.3.1
10.1.3.5
10.1.3.9
10.1.102.1
10.1.102.2
10.1.103.1
10.1.103.3
10.1.203.2
10.1.203.3
} { ping $address }

You get ICMP echo replies for every address pinged. Check the TCL script
output against the output in Appendix A. Make sure you run the TCL script on
each router and get the output in Appendix B before you continue with the lab.

Note: While unlikely, it is possible to ping all the loopback interfaces without
having full EIGRP adjacency between all routers. Verify that all the EIGRP
neighbor relationships are active with the show ip eigrp neighbors command:

R1# show ip eigrp neighbors
IP-EIGRP neighbors for process 100

H Address Interface Hold Uptime SRTT RTO Q Seq
(seo) (ms) Cnt Num

0 10.1.102.2 Se0/0/0 10 00:00:22 1 5000 2 O

1 10.1.103.3 Se0/0/1 13 00:04:36 24 2280 O 14

R2# show ip eigrp neighbors

IP-EIGRP neighbors for process 100

H Address Interface Hold Uptime  SRTT RTO Q Seq
(sec) (ms) Cnt Num

0 10.1.102.1 Se0/0/0 14 00:00:37 1 5000 1 22

1 10.1.203.3 Se0/0/1 11 00:03:29 143 2280 O 15

R3# show ip eigrp neighbors

IP-EIGRP neighbors for process 100

H Address Interface Hold Uptime SRTT RTO Q Seq
(sec) (ms) Cnt Num

1 10.1.203.2 Se0/0/1 14 00:03:43 241 2280 O 18

0 10.1.103.1 Se0/0/0 14 00:05:05 38 2280 O 17

Step 3: EIGRP Topology Table
EIGRP builds a topology table where it keeps all successor routes.

The course reading covered the vocabulary for EIGRP routes in the topology
table. Can you identify the feasible distance of route 10.1.1.0/30 in R3’s
topology table in the following output?

R3# show ip eigrp topology
IP-EIGRP Topology Table for AS(100)/1D(10.1.3.9)

Codes: P - Passive, A - Active, U - Update, Q - Query, R - Reply,
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r - reply Status, s - sia Status

P 10.1.3.8/30, 1 successors, FD is 128256
via Connected, Loopback3l
P 10.1.2.8/30, 1 successors, FD is 40640000
via 10.1.203.2 (40640000/128256), Serial0/0/1

P 10.1.1.8/30, 1 successors, FD is 40640000

via 10.1.103.1 (40640000/128256), Serial0/0/0
P 10.1.2.0/30, 1 successors, FD is 40640000

via 10.1.203.2 (40640000/128256), Serial0/0/1
P 10.1.1.0/30, 1 successors, FD is 40640000

via 10.1.103.1 (40640000/128256), Serial0/0/0
P 10.1.2.4/30, 1 successors, FD is 40640000

via 10.1.203.2 (40640000/128256), Serial0/0/1
P 10.1.1.4/30, 1 successors, FD is 40640000

via 10.1.103.1 (40640000/128256), Serial0/0/0

P 10.1.103.0/29, 1 successors, FD is 40512000
via Connected, Serial0/0/0
P 10.1.102.0/29, 2 successors, FD is 41024000
via 10.1.103.1 (41024000/40512000), Serial0/0/0
via 10.1.203.2 (41024000/40512000), Serial0/0/1
P 10.1.203.0/29, 1 successors, FD is 40512000
via Connected, Serial0/0/1

The most important thing is the two successor routes in the passive state on
R3. R1 and R2 are both advertising their connected subnet of 10.1.102.0/30.
Since both routes have the same reported distance of 40512000, both are
installed in the topology table.

This distance of 40512000 reflects the composite metric of more granular
properties about the path to the destination network. Can you see the metrics
before the composite metric is computed? Use the show ip eigrp topology
10.1.102.0/29 command to view the information EIGRP has received about the
route from R1 and R2.

R3# show ip eigrp topology 10.1.102.0/29
IP-EIGRP (AS 100): Topology entry for 10.1.102.0/29
State is Passive, Query origin flag is 1, 2 Successor(s), FD is 41024000
Routing Descriptor Blocks:
10.1.103.1 (Serial0/0/0), from 10.1.103.1, Send flag is 0x0
Composite metric is (41024000/40512000), Route is Internal
Vector metric:
Minimum bandwidth is 64 Kbit
Total delay is 40000 microseconds
Reliability is 255/255
Load is 1/255
Minimum MTU is 1500
Hop count is 1
10.1.203.2 (Serial0/0/1), from 10.1.203.2, Send flag is 0x0
Composite metric is (41024000/40512000), Route is Internal
Vector metric:
Minimum bandwidth is 64 Kbit
Total delay is 40000 microseconds
Reliability is 255/255
Load is 1/255
Minimum MTU is 1500
Hop count is 1
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Several things to remember about the output of this command regarding EIGRP
are:
e Bandwidth metric represents minimum bandwidth over the path to the
destination network.
e Delay metric represents total delay over the path.
e MTU represents the minimum maximum transmission unit over the path.
e The hop count to a destination network is visible, which may prove
useful. If you do not have full knowledge of your network, you can still
check how many Layer 3 devices are between your router and the
destination network.

Step 4: Equal-Cost Load Balancing

EIGRP produces equal-cost load balancing to the destination network
10.1.102.0/29 from R1. Two equal-cost paths are available to this destination
per the topology table output above.

Recent Cisco IOS releases have Cisco Express Forwarding (CEF) enabled by
default. CEF allows fast switching of packets based on a per-destination
switching architecture. The first packet in a flow is routed, and the rest are
switched. This is the preferred behavior in most circumstances, because it
allows load balancing in fast-switching architectures. However, if we were to
ping the destination network, we would not see load balancing occurring on a
packet level because CEF treats the entire series of pings as one flow.

CEF on R3 overrides the per-packet balancing behavior of process switching
with per-destination load balancing. To see the full effect of EIGRP equal-cost
load balancing, disable CEF so that all IP packets are processed individually
and not fast-switched by CEF.

Note: Typically, you would not disable CEF in a production network. It is done
here only to illustrate load balancing.

R3(config)# no ip cef

Now, verify load balancing with the debug ip packet command, and then ping
10.1.102.1. You see output similar to the following:

R3# debug ip packet
IP packet debugging is on
R3# ping 10.1.102.1

Type escape sequence to abort.

Sending 5, 100-byte ICMP Echos to 10.1.102.1, timeout is 2 seconds:
Success rate is 100 percent (5/5), round-trip min/avg/max = 1/3/4 ms
R3#

*Sep 26 22:07:41.943: IP: tableid=0, s=10.1.103.3 (local), d=10.1.102.1
(Serial0/0/0), routed via RIB
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*Sep 26 22:07:41.943: IP: s=10.1.103.3 (local), d=10.1.102.1 (Serial0/0/0),
len 100, sending

*Sep 26 22:07:41.947: IP: tableid=0, s=10.1.102.1 (Serial0/0/0), d=10.1.103.3
(Serial0/0/0), routed via RIB

*Sep 26 22:07:41.947: IP: s=10.1.102.1 (Serial0/0/0), d=10.1.103.3
(Serial0/0/0), len 100, rcvd 3

*Sep 26 22:07:41.947: IP: tableid=0, s=10.1.102.1 (Serial0/0/1), d=10.1.203.3
(Serial0/0/1), routed via RIB

*Sep 26 22:07:41.951: IP: s=10.1.102.1 (Serial0/0/1), d=10.1.203.3
(Serial0/0/1), len 100, rcvd 3

*Sep 26 22:07:41.951: IP: tableid=0, s=10.1.103.3 (local), d=10.1.102.1
(Serial0/0/0), routed via RIB

*Sep 26 22:07:41.951: IP: s=10.1.103.3 (local), d=10.1.102.1 (Serial0/0/0),
len 100, sending

*Sep 26 22:07:41.951: IP: tableid=0, s=10.1.102.1 (Serial0/0/0), d=10.1.103.3
(Serial0/0/0), routed via RIB

*Sep 26 22:07:41.951: IP: s=10.1.102.1 (Serial0/0/0), d=10.1.103.3
(Serial0/0/0), len 100, rcvd 3

*Sep 26 22:07:41.955: IP: tableid=0, s=10.1.102.1 (Serial0/0/1), d=10.1.203.3
(Serial0/0/1), routed via RIB

*Sep 26 22:07:41.955: IP: s=10.1.102.1 (Serial0/0/1), d=10.1.203.3
(Serial0/0/1), len 100, rcvd 3

*Sep 26 22:07:41.955: IP: tableid=0, s=10.1.103.3 (local), d=10.1.102.1
(Serial0/0/0), routed via RIB

*Sep 26 22:07:41.955: IP: s=10.1.103.3 (local), d=10.1.102.1 (Serial0/0/0),
len 100, sending

*Sep 26 22:07:41.959: IP: tableid=0, s=10.1.102.1 (Serial0/0/0), d=10.1.103.3
(Serial0/0/0), routed via RIB

*Sep 26 22:07:41.959: IP: s=10.1.102.1 (Serial0/0/0), d=10.1.103.3
(Serial0/70/0), len 100, rcvd 3

In the above output, notice that EIGRP load balances between Serial0/0/0
(yellow highlighting) and Serial0/0/1 (green highlighting). This behavior is part of
EIGRP. It can help utilize underused links in a network, especially during
periods of congestion.

Step 4: Alternate EIGRP Paths Not in the Topology Table

Perhaps you expected to see more paths to the R1 and R2 loopback networks
on in R3’s topology table.

Why aren’t these routes shown in the topology table?

What is the advertised distance of those routes from R1 and R2?
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Issue the show ip eigrp topology all-links command to see all routes that R3
has learned through EIGRP. This command shows you all entries EIGRP holds
on this router for networks in the topology, including the serial number of each
destination network, which uniquely identifies a destination network in EIGRP.

R3# show ip eigrp topology all-links
IP-EIGRP Topology Table for AS(100)/1D(10.1.3.9)

Codes: P - Passive, A - Active, U - Update, Q - Query, R - Reply,
r - reply Status, s - sia Status

P 10.1.3.8/30, 1 successors, FD is 128256, serno 3
via Connected, Loopback31l

P 10.1.2.8/30, 1 successors, FD is 40640000, serno 24
via 10.1.203.2 (40640000/128256), Serial0/0/1

via 10.1.103.1 (41152000/40640000), Serial0/0/0
P 10.1.1.8/30, 1 successors, FD is 40640000, serno 17
via 10.1.103.1 (40640000/128256), Serial0/0/0
via 10.1.203.2 (41152000/40640000), Serial0/0/1
P 10.1.2.0/30, 1 successors, FD is 40640000, serno 22
via 10.1.203.2 (40640000/128256), Serial0/0/1
via 10.1.103.1 (41152000/40640000), Serial0/0/0
P 10.1.1.0/30, 1 successors, FD is 40640000, serno 15
via 10.1.103.1 (40640000/128256), Serial0/0/0
via 10.1.203.2 (41152000/40640000), Serial0/0/1
P 10.1.2.4/30, 1 successors, FD is 40640000, serno 23
via 10.1.203.2 (40640000/128256), Serial0/0/1
via 10.1.103.1 (41152000/40640000), Serial0/0/0
P 10.1.1.4/30, 1 successors, FD is 40640000, serno 16
via 10.1.103.1 (40640000/128256), Serial0/0/0
via 10.1.203.2 (41152000/40640000), Serial0/0/1

P 10.1.103.0/29, 1 successors, FD is 40512000, serno 13
via Connected, Serial0/0/0

P 10.1.102.0/29, 2 successors, FD is 41024000, serno 42
via 10.1.103.1 (41024000/40512000), Serial0/0/0
via 10.1.203.2 (41024000/40512000), Serial0/0/1

P 10.1.203.0/29, 1 successors, FD is 40512000, serno 12
via Connected, Serial0/0/1

Use the show ip eigrp topology 10.1.2.0/30 command to see the granular
view of the alternate paths to 10.1.2.0, including ones with a higher reported
distance than the feasible distance.

R3# show ip eigrp topology 10.1.2.0/30
IP-EIGRP (AS 100): Topology entry for 10.1.2.0/30
State is Passive, Query origin flag is 1, 1 Successor(s), FD is 40640000
Routing Descriptor Blocks:
10.1.203.2 (Serial0/0/1), from 10.1.203.2, Send flag is 0x0
Composite metric is (40640000/128256), Route is Internal
Vector metric:
Minimum bandwidth is 64 Kbit
Total delay is 25000 microseconds
Reliability is 255/255
Load is 1/255
Minimum MTU is 1500
Hop count is 1
10.1.103.1 (Serial0/0/0), from 10.1.103.1, Send flag is 0x0
Composite metric is (41152000/40640000), Route is Internal
Vector metric:
Minimum bandwidth is 64 Kbit
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Total delay is 45000 microseconds
Reliability is 255/255

Load is 1/255

Minimum MTU is 1500

Hop count is 2

Why is the route through R1 not in the topology table?

What is its advertised distance?

What is its feasible distance?

If R2’s Serial0/0/1 interface were shut down, would EIGRP route through R1 to
get to 10.1.2.0/30? Would the switch be immediate?

Record your answer, then experiment with the following method.

Start a ping with a high repeat count on R3 to 10.1.102.1:

R3# ping 10.1.1.1 repeat 100000

Then enter interface configuration mode on R1 and shut down port Serial0/0/1,
which is the direct link from R1 to R3:

R1(config)# interface serial 0/0/1
Ri(config-if)# shutdown

After the adjacency has gone done between R1 and R3, you can stop the ping
using Ctrl+".

What output did you observe?
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How many packets were dropped? Does this match your answer from before
we tested this?

Issue the no shutdown command on R1's Serial0/0/1 interface before
continuing to the next section.

Step 5: Unequal-Cost Load Balancing

Look again at the composite metrics advertised by EIGRP with show ip eigrp
topology 10.1.2.0/30 as shown in Step 4.

R3# show ip eigrp topology 10.1.2.0/30
IP-EIGRP (AS 100): Topology entry for 10.1.2.0/30
State is Passive, Query origin flag is 1, 1 Successor(s), FD is 40640000
Routing Descriptor Blocks:
10.1.203.2 (Serial0/0/1), from 10.1.203.2, Send flag is 0x0
Composite metric is (40640000/128256), Route is Internal
Vector metric:
Minimum bandwidth is 64 Kbit
Total delay is 25000 microseconds
Reliability is 255/255
Load is 1/255
Minimum MTU is 1500
Hop count is 1
10.1.103.1 (Serial0/0/0), from 10.1.103.1, Send flag is 0x0
Composite metric is (41152000/40640000), Route is Internal
Vector metric:
Minimum bandwidth is 64 Kbit
Total delay is 45000 microseconds
Reliability is 255/255
Load is 1/255
Minimum MTU is 1500
Hop count is 2

The reported distance for a loopback network is higher than the feasible
distance, so DUAL does not consider it a successor route.

To show unequal-cost load balancing in your internetwork, you need to upgrade
the path to the destination network through R1 to have a higher bandwidth.
Change the clock rate on both of the serial interfaces connected to R1 to 128
kbps and use the bandwidth command to reflect the same.

Ri(config)#interface serial 0/0/0
R1(config-if)#bandwidth 128
Ri(config-if)#clock rate 128000
Ri(config-if)#interface serial 0/0/1
Ri(config-if)#bandwidth 128

1

éZ(config)#interface serial 0/0/0
R2(config-if)#bandwidth 128
1

és(config)#interface serial 0/0/0
R3(config-if)#clock rate 128000
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R3(config-if)#bandwidth 128

Issue the show ip eigrp topology 10.1.2.0/30 command again on R3 to see
what has changed:

R3#show ip eigrp topology 10.1.2.0/30
IP-EIGRP (AS 1): Topology entry for 10.1.2.0/30
State is Passive, Query origin flag is 1, 1 Successor(s), FD is 2297856
Routing Descriptor Blocks:
10.1.103.1 (Serial0/0/0), from 10.1.103.1, Send flag is 0x0
Composite metric is (20642560/156160), Route is Internal
Vector metric:
Minimum bandwidth is 128 Kbit
Total delay is 25100 microseconds
Reliability is 255/255
Load is 1/255
Minimum MTU is 1500
Hop count is 2
10.1.203.2 (Serial0/0/1), from 10.1.203.2, Send flag is O0x0
Composite metric is (40640000/128256), Route is Internal
Vector metric:
Minimum bandwidth is 64 Kbit
Total delay is 25000 microseconds
Reliability is 255/255
Load is 1/255
Minimum MTU is 1500
Hop count is 1

After manipulating the bandwidth parameter, R3’s preferred path to R2’s
loopback interfaces is now through R1! However, your objective is
accomplished in that the paths are now significantly nearer in terms of
composite metric.

For a before-and-after look of the load-balancing, use the show ip route
command:

R3#sh ip route eigrp
10.0.0.0/8 is variably subnetted, 13 subnets, 2 masks

D 10.1.2.8/30 [90/20642560] via 10.1.103.1, 00:01:26, Serial0/0/0
D 10.1.1.8/30 [90/20640000] via 10.1.103.1, 00:01:26, Serial0/0/0
D 10.1.2.0/30 [90/20642560] via 10.1.103.1, 00:01:26, Serial0/0/0
D 10.1.1.0/30 [90/20640000] via 10.1.103.1, 00:01:26, Serial0/0/0
D 10.1.2.4/30 [90/20642560] via 10.1.103.1, 00:01:26, Serial0/0/0
D 10.1.1.4/30 [90/20640000] via 10.1.103.1, 00:01:26, Serial0/0/0
D 10.1.102.0/29 [90/21024000] via 10.1.103.1, 00:01:26, Serial0/0/0
D 10.1.200.0/29 [90/20514560] via 10.1.103.1, 00:01:26, Serial0/0/0

First, issue the debug ip eigrp 100 command on R3 to show route events
changing in real time. Then, under EIGRP’s router configuration on R3, issue
the variance 2 command, which allows unequal-cost load balancing bounded
by a maximum distance of (2) x (FD), where FD represents the feasible
distance for each route in the routing table.

R3# debug ip eigrp 100

IP-EIGRP Route Events debugging is on

R3#conf t

Enter configuration commands, one per line. End with CNTL/Z.

13-24 CCNP: Building Scalable Internetworks v5.0 - Lab 2-2 Copyright © 2006, Cisco Systems, Inc



R3(config)#router eigrp 100

R3(config-router)#variance 2

R3(config-router)#

*Sep 26 23:52:35.875: IP-EIGRP(Default-IP-Routing-Table:100): 10.1.3.8/30
routing table not updated thru 10.1.203.2

*Sep 26 23:52:35.875: IP-EIGRP(Default-I1P-Routing-Table:100): route installed
for 10.1.2.8 QO

*Sep 26 23:52:35.875: IP-EIGRP(Default-1P-Routing-Table:100): route installed
for 10.1.2.8 QO

*Sep 26 23:52:35.875: IP-EIGRP(Default-1P-Routing-Table:100): route installed
for 10.1.1.8

*Sep 26 23:52:35.875: IP-EIGRP(Default-1P-Routing-Table:100): route installed
for 10.1.1.8 QO

*Sep 26 23:52:35.875: IP-EIGRP(Default-1P-Routing-Table:100): 10.1.3.0/30
routing table not updated thru 10.1.203.2

*Sep 26 23:52:35.875: IP-EIGRP(Default-1P-Routing-Table:100): route installed
for 10.1.2.0

*Sep 26 23:52:35.879: IP-EIGRP(Default-1P-Routing-Table:100): route installed
for 10.1.2.0 O

*Sep 26 23:52:35.879: IP-EIGRP(Default-1P-Routing-Table:100): route installed
for 10.1.1.0 QO

*Sep 26 23:52:35.879: IP-EIGRP(Default-I1P-Routing-Table:100): route installed
for 10.1.1.0 QO

*Sep 26 23:52:35.879: IP-EIGRP(Default-I1P-Routing-Table:100): 10.1.3.4/30
routing table not updated thru 10.1.203.2

*Sep 26 23:52:35.879: IP-EIGRP(Default-I1P-Routing-Table:100): route installed
for 10.1.2.4 QO

*Sep 26 23:52:35.879: IP-EIGRP(Default-I1P-Routing-Table:100): route installed
for 10.1.2.4 QO

*Sep 26 23:52:35.879: IP-EIGRP(Default-I1P-Routing-Table:100): route installed
for 10.1.1.4 QO

*Sep 26 23:52:35.879: IP-EIGRP(Default-I1P-Routing-Table:100): route installed
for 10.1.1.4 QO

*Sep 26 23:52:35.879: IP-EIGRP(Default-I1P-Routing-Table:100): 10.1.103.0/29
routing table not updated thru 10.1.203.2

*Sep 26 23:52:35.879: IP-EIGRP(Default-I1P-Routing-Table:100): route installed
for 10.1.102.0 QO

*Sep 26 23:52:35.879: IP-EIGRP(Default-1P-Routing-Table:100): route installed
for 10.1.102.0 QO

*Sep 26 23:52:35.879: IP-EIGRP(Default-I1P-Routing-Table:100): 10.1.203.0/29
routing table not updated thru 10.1.103.1

*Sep 26 23:52:35.879: IP-EIGRP(Default-I1P-Routing-Table:100): route installed
for 10.1.200.0 QO

*Sep 26 23:52:35.879: IP-EIGRP(Default-1P-Routing-Table:100): route installed
for 10.1.200.0 QO

Now, look at the routing table to see how things have changed:

R3# show ip route

Codes: C - connected, S - static, R - RIP, M - mobile, B - BGP
D - EIGRP, EX - EIGRP external, O - OSPF, IA - OSPF inter area
N1 - OSPF NSSA external type 1, N2 - OSPF NSSA external type 2
E1l - OSPF external type 1, E2 - OSPF external type 2
i - I1S-1S, su - IS-1S summary, L1 - 1S-IS level-1, L2 - IS-IS level-2
ia - IS-1IS inter area, * - candidate default, U - per-user static route
0 - ODR, P - periodic downloaded static route

Gateway of last resort is not set
10.0.0.0/8 is variably subnetted, 13 subnets, 2 masks
C 10.1.3.8/30 is directly connected, Loopback39

D 10.1.2.8/30 [90/40640000] via 10.1.203.2, 00:00:12, Serial0/0/1
[90/20642560] via 10.1.103.1, 00:00:12, Serial0/0/0
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D 10.1.1.8/30 [90/40642560] via 10.1.203.2, 00:00:12, Serial0/0/1
[90/20640000] via 10.1.103.1, 00:00:12, Serial0/0/0

C 10.1.3.0/30 is directly connected, Loopback31

D 10.1.2.0/30 [90/40640000] via 10.1.203.2, 00:00:13, Serial0/0/1
[90/20642560] via 10.1.103.1, 00:00:13, Serial0/0/0

D 10.1.1.0/30 [90/40642560] via 10.1.203.2, 00:00:13, Serial0/0/1
[90/20640000] via 10.1.103.1, 00:00:13, Serial0/0/0

C 10.1.3.4/30 is directly connected, Loopback35

D 10.1.2.4/30 [90/40640000] via 10.1.203.2, 00:00:13, Serial0/0/1
[90/20642560] via 10.1.103.1, 00:00:13, Serial0/0/0

D 10.1.1.4/30 [90/40642560] via 10.1.203.2, 00:00:14, Serial0/0/1
[90/20640000] via 10.1.103.1, 00:00:14, Serial0/0/0

C 10.1.103.0/29 is directly connected, Serial0/0/0

D 10.1.102.0/29 [90/41024000] via 10.1.203.2, 00:00:14, Serial0/0/1

[90/21024000] via 10.1.103.1, 00:00:14, Serial0/0/0
C 10.1.203.0/29 is directly connected, Serial0/0/1
D 10.1.200.0/29 [90/40514560] via 10.1.203.2, 00:00:14, Serial0/0/1

[90/20514560] via 10.1.103.1, 00:00:14, Serial0/0/0

These unequal-cost routes also show up in the EIGRP topology table, even
though they are not considered successor routes (their reported distance is not
less than the feasible distance). Check this with the output of the show ip eigrp
topology command.

R3# show ip eigrp topology
IP-EIGRP Topology Table for AS(100)/1D(10.1.3.9)

Codes: P - Passive, A - Active, U - Update, Q - Query, R - Reply,
r - reply Status, s - sia Status

P 10.1.3.8/30, 1 successors, FD is 128256
via Connected, Loopback39
P 10.1.2.8/30, 1 successors, FD is 20642560
via 10.1.103.1 (20642560/156160), Serial0/0/0

via 10.1.203.2 (40640000/128256), Serial0/0/1
P 10.1.1.8/30, 1 successors, FD is 20640000

via 10.1.103.1 (20640000/128256), Serial0/0/0

via 10.1.203.2 (40642560/156160), Serial0/0/1

P 10.1.3.0/30, 1 successors, FD is 128256
via Connected, Loopback31l
P 10.1.2.0/30, 1 successors, FD is 20642560
via 10.1.103.1 (20642560/156160), Serial0/0/0

via 10.1.203.2 (40640000/128256), Serial0/0/1
P 10.1.1.0/30, 1 successors, FD is 20640000

via 10.1.103.1 (20640000/128256), Serial0/0/0

via 10.1.203.2 (40642560/156160), Serial0/0/1

P 10.1.3.4/30, 1 successors, FD is 128256
via Connected, Loopback35
P 10.1.2.4/30, 1 successors, FD is 20642560
via 10.1.103.1 (20642560/156160), Serial0/0/0
via 10.1.203.2 (40640000/128256), Serial0/0/1
P 10.1.1.4/30, 1 successors, FD is 20640000
via 10.1.103.1 (20640000/128256), Serial0/0/0
via 10.1.203.2 (40642560/156160), Serial0/0/1
P 10.1.103.0/29, 1 successors, FD is 20512000
via Connected, Serial0/0/0
P 10.1.102.0/29, 1 successors, FD is 21024000
via 10.1.103.1 (21024000/20512000), Serial0/0/0
via 10.1.203.2 (41024000/20512000), Serial0/0/1
P 10.1.203.0/29, 1 successors, FD is 40512000
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via Connected, Serial0/0/1
P 10.1.200.0/29, 1 successors, FD is 20514560
via 10.1.103.1 (20514560/28160), Serial0/0/0
via 10.1.203.2 (40514560/28160), Serial0/0/1
R3#

Load balancing over serial links occurs in blocks of packets, the number of
which are recorded in the routing table’s detailed routing information. Use the
show ip route 10.1.2.0 command to get a detailed view of how traffic sharing
occurs.

R3# show ip route 10.1.2.0
Routing entry for 10.1.2.0/30
Known via "eigrp 100", distance 90, metric 20642560, type internal
Redistributing via eigrp 100
Last update from 10.1.203.2 on Serial0/0/1, 00:14:23 ago
Routing Descriptor Blocks:
10.1.203.2, from 10.1.203.2, 00:14:23 ago, via Serial0/0/1
Route metric is 40640000, traffic share count is 61
Total delay is 25000 microseconds, minimum bandwidth is 64 Kbit
Reliability 255/255, minimum MTU 1500 bytes
Loading 1/255, Hops 1
* 10.1.103.1, from 10.1.103.1, 00:14:23 ago, via Serial0/0/0
Route metric is 20642560, traffic share count is 120
Total delay is 25100 microseconds, minimum bandwidth is 128 Kbit
Reliability 255/255, minimum MTU 1500 bytes
Loading 1/255, Hops 2

Finally, check the actual load balancing using the debug ip packet command.
Ping from R3 to 10.1.2.1 with a high enough repeat count to view the load
balancing over both paths. In the case above, the traffic share is 61 packets
routed to R2 to every 120 packets routed to R1. To filter the debug output to
make it more useful, use the following extended access list:

R3(config)# access-list 100 permit icmp any any echo
R3(config)# end

R3# debug ip packet 100

IP packet debugging is on for access list 100

R3# ping 10.1.2.1 repeat 250

Type escape sequence to abort.

Sending 250, 100-byte ICMP Echos to 10.1.2.1, timeout is 2 seconds:
R RN R R R AR AR RN RN RN R R RN AR R AR RN RN R RN RN

*Sep 27 00:50:54.215: IP: tableid=0, s=10.1.103.3 (local), d=10.1.2.1
(Serial0/0/0), routed via RIB

*Sep 27 00:50:54.215: IP: s=10.1.103.3 (local), d=10.1.2.1 (Serial0/0/0), len
100, sending

*Sep 27 00:50:54.231: IP: tableid=0, s=10.1.103.3 (local), d=10.1.2.1
(Serial0/0/0), routed via RIB

*Sep 27 00:50:54.231: IP: s=10.1.103.3 (local), d=10.1.2.1 (Serial0/0/0), len
100, sending

*Sep 27 00:50:54.247: 1P: tableid=0, s=10.1.103.3 (local), d=10.1.2.1
(Serial0/0/0), routed via RIB

*Sep 27 00:50:54.247: IP: s=10.1.103.3 (local), d=10.1.2.1 (Serial0/0/0), len
100, sending

*Sep 27 00:50:54.263: IP: tableid=0, s=10.1.103.3 (local), d=10.1.2.1
(Serial0/0/0), routed via RIB

*Sep 27 00:50:54.263: IP: s=10.1.103.3 (local), d=10.1.2.1 (Serial0/0/0), len
100, sending
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*Sep 27 00:50:54.279: IP: tableid=0, s=10.1.103.3 (local), d=10.1.2.1
(Serial0/0/0), routed via RIB

*Sep 27 00:50:54.279: IP: s=10.1.103.3 (local), d=10.1.2.1 (Serial0/0/0), len
100, sending

*Sep 27 00:50:54.295: IP: tableid=0, s=10.1.103.3 (local), d=10.1.2.1

(Serial0/0/0), routed via RIB
frrprpnnnnnnnnpRRRERRERR RN

*Sep 27 00:50:54.295: IP: s=10.1.103.3 (local), d=10.1.2.1 (Serial0/0/0), len
100, sending

*Sep 27 00:50:54.311: IP: tableid=0, s=10.1.103.3 (local), d=10.1.2.1
(Serial0/0/0), routed via RIB

*Sep 27 00:50:54.311: IP: s=10.1.103.3 (local), d=10.1.2.1 (Serial0/0/0), len
100, sending

1

éoutput omitted until the switch to the other path takes place>

!

*Sep 27 00:50:55.395: IP: tableid=0, s=10.1.203.3 (local), d=10.1.2.1
(Seri1al0/0/1), routed via RIB

!

1 R3 just switched to load-share the outbound ICMP packets to Serial0/0/1!!

1

*Sep 27 00:50:55.395: IP: s=10.1.203.3 (local), d=10.1.2.1 (Serial0/0/1), len
100, sending

*Sep 27 00:50:55.423: I1P: tableid=0, s=10.1.203.3 (local), d=10.1.2.1
(Serial0/0/1), routed via RIB

*Sep 27 00:50:55.423: IP: s=10.1.203.3 (local), d=10.1.2.1 (Serial0/0/1), len
100, sending

*Sep 27 00:50:55.451: IP: tableid=0, s=10.1.203.3 (local), d=10.1.2.1
(Serial0/0/1), routed via RIB

*Sep 27 00:50:55.451: IP: s=10.1.203.3 (local), d=10.1.2.1 (Serial0/0/1), len
100, sending

*Sep 27 00:50:55.483: IP: tableid=0, s=10.1.203.3 (local), d=10.1.2.1
(Serial0/0/1), routed via RIB

*Sep 27 00:50:55.483: IP: s=10.1.203.3 (local), d=10.1.2.1 (Serial0/0/1), len
100, sending

*Sep 27 00:50:55.511: IP: tableid=0, s=10.1.203.3 (local), d=10.1.2.1
(Seri1al0/0/1), routed via RIB

*Sep 27 00:50:55.511: IP: s=10.1.203.3 (local), d=10.1.2.1 (Serial0/0/1), len
100, sending

*Sep 27 00:50:55.539: IP: tableid=0, s=10.1.203.3 (local), d=10.1.2.1
(Seri1al0/0/1), routed via RIB

*Sep 27 00:50:55.539: IP: s=10.1.203.3 (local), d=10.1.2.1 (Serial0/0/1), len
100, sending

*Sep 27 00:50:55.567: IP: tableid=0, s=10.1.203.3 (local), d=10.1.2.1
(Seri1al0/0/1), routed via RIB

Appendix A: Initial Configurations

R1:
1
interface Loopbackll
ip address 10.1.1.1 255.255.255.252

interface Loopbackl5
ip address 10.1.1.5 255.255.255.252

interface Loopbackl9
ip address 10.1.1.9 255.255.255.252

interface Serial0/0/0
bandwidth 64
ip address 10.1.102.1 255.255.255.248
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clock rate 64000

interface Serial0/0/1
bandwidth 64

ip address 10.1.103.1 255.255.255.248
!

R2:

L

interface Loopback21l

ip address 10.1.2.1 255.255.255.252

interface Loopback25
ip address 10.1.2.5 255.255.255.252

interface Loopback29
ip address 10.1.2.9 255.255.255.252

interface Serial0/0/0

bandwidth 64

ip address 10.1.102.2 255.255.255.248
interface Serial0/0/1

bandwidth 64

ip address 10.1.203.2 255.255.255.248
clock rate 64000

1
end

R3:
1

k-lostname R3

1

interface Loopback31l

ip address 10.1.3.1 255.255.255.252

interface Loopback35
ip address 10.1.3.5 255.255.255.252

interface Loopback39
ip address 10.1.3.9 255.255.255.252

interface Serial0/0/0

bandwidth 64

ip address 10.1.103.3 255.255.255.248
clock rate 64000

1

interface Serial0/0/1

bandwidth 64

ip address 10.1.203.3 255.255.255.248
1
end

Appendix B: TCL Script Output

R1# tclsh
Ri(tcl)#foreach address {
+>(tc#10.1.1.1
+>(tchH#10.1.1.
+>(tc)#10.1.1.
+>(tcl)#10.1.2.
2.

5
9
1
+>(tcl)#10.1.2.5
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+>(tc#10.1.
+>(tc)#10.1.
+>(tcD#10.1.
+>(tc)#10.1.
+>(tcD#10.1.
+>(tchH#10.1.1
+>(tcD#10.1.10
+>(tcl)#10.1.103.3

+>(tc#10.1.203.2

+>(tcl)#10.1.203.3

+>(tc)#} { ping $address }

2.9
3.1
3.5
3.9
102.
02.
3.

1
2
1

Type escape sequence to abort.

Sending 5, 100-byte ICMP Echos to 10.1.1.1, timeout is 2 seconds:
Success rate is 100 percent (5/5), round-trip min/avg/max = 1/1/4 ms
Type escape sequence to abort.

Sending 5, 100-byte ICMP Echos to 10.1.1.5, timeout is 2 seconds:
Success rate is 100 percent (5/5), round-trip min/avg/max = 1/1/4 ms
Type escape sequence to abort.

Sending 5, 100-byte ICMP Echos to 10.1.1.9, timeout is 2 seconds:
éﬂéééss rate is 100 percent (5/5), round-trip min/avg/max = 1/1/1 ms
Type escape sequence to abort.

Sending 5, 100-byte ICMP Echos to 10.1.2.1, timeout is 2 seconds:
éﬂéééss rate is 100 percent (5/5), round-trip min/avg/max = 1/2/4 ms
Type escape sequence to abort.

Sending 5, 100-byte ICMP Echos to 10.1.2.5, timeout is 2 seconds:
éﬂéééss rate is 100 percent (5/5), round-trip min/avg/max = 1/2/4 ms
Type escape sequence to abort.

Sending 5, 100-byte ICMP Echos to 10.1.2.9, timeout is 2 seconds:
Success rate is 100 percent (5/5), round-trip min/avg/max = 1/2/4 ms
Type escape sequence to abort.

Sending 5, 100-byte ICMP Echos to 10.1.3.1, timeout is 2 seconds:
Success rate is 100 percent (5/5), round-trip min/avg/max = 1/2/4 ms
Type escape sequence to abort.

Sending 5, 100-byte ICMP Echos to 10.1.3.5, timeout is 2 seconds:
Success rate is 100 percent (5/5), round-trip min/avg/max = 1/2/4 ms
Type escape sequence to abort.

Sending 5, 100-byte ICMP Echos to 10.1.3.9, timeout is 2 seconds:
Success rate is 100 percent (5/5), round-trip min/avg/max = 1/2/4 ms
Type escape sequence to abort.

Sending 5, 100-byte ICMP Echos to 10.1.102.1, timeout is 2 seconds:
Success rate is 100 percent (5/5), round-trip min/avg/max = 1/2/4 ms
Type escape sequence to abort.

Sending 5, 100-byte ICMP Echos to 10.1.102.2, timeout is 2 seconds:
Success rate is 100 percent (5/5), round-trip min/avg/max = 1/2/4 ms
Type escape sequence to abort.

Sending 5, 100-byte ICMP Echos to 10.1.103.1, timeout is 2 seconds:
Success rate is 100 percent (5/5), round-trip min/avg/max = 1/3/4 ms
Type escape sequence to abort.

Sending 5, 100-byte ICMP Echos to 10.1.103.3, timeout is 2 seconds:
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Success rate is 100 percent (5/5), round-trip min/avg/max = 1/2/4 ms
Type escape sequence to abort.

Sending 5, 100-byte ICMP Echos to 10.1.203.2, timeout is 2 seconds:
Success rate is 100 percent (5/5), round-trip min/avg/max = 1/1/4 ms
Type escape sequence to abort.

Sending 5, 100-byte ICMP Echos to 10.1.203.3, timeout is 2 seconds:
Success rate is 100 percent (5/5), round-trip min/avg/max = 1/1/4 ms
Ri(tch# tclquit

R1#

R2# tclsh

R2(tcl)#foreach address {
+>(tc)#10.1.1.1
+>(tcl)#10.1.1.
+>(tcl)#10.1.
+>(tcl)#10.1.
+>(tc)#10.1.
+>(tcl)#10.1.
+>(tch)#10.1.
+>(tc#10.1.
+>(tch)#10.1.3.
+>(tc)#10.1.10
+>(tch#10.1.10
+>(tc)#10.1.10
+>(tc)#10.1.103.3
+>(tc1)#10.1.203.2
+>(tc)#10.1.203.3
+>(tc)#} { ping $address }

5
1.9
2.1
2.5
2.9
3.1
3.5
3.9
102.
2.
3.

1
2
1

Type escape sequence to abort.

Sending 5, 100-byte ICMP Echos to 10.1.1.1, timeout is 2 seconds:
Success rate is 100 percent (5/5), round-trip min/avg/max = 1/2/4 ms
Type escape sequence to abort.

Sending 5, 100-byte ICMP Echos to 10.1.1.5, timeout is 2 seconds:
Success rate is 100 percent (5/5), round-trip min/avg/max = 1/2/4 ms
Type escape sequence to abort.

Sending 5, 100-byte ICMP Echos to 10.1.1.9, timeout is 2 seconds:
Success rate is 100 percent (5/5), round-trip min/avg/max = 1/2/4 ms
Type escape sequence to abort.

Sending 5, 100-byte ICMP Echos to 10.1.2.1, timeout is 2 seconds:
é&éééss rate is 100 percent (5/5), round-trip min/avg/max = 1/1/4 ms
Type escape sequence to abort.

Sending 5, 100-byte ICMP Echos to 10.1.2.5, timeout is 2 seconds:
é&éééss rate is 100 percent (5/5), round-trip min/avg/max = 1/1/4 ms
Type escape sequence to abort.

Sending 5, 100-byte ICMP Echos to 10.1.2.9, timeout is 2 seconds:
é&éééss rate is 100 percent (5/5), round-trip min/avg/max = 1/1/4 ms
Type escape sequence to abort.

Sending 5, 100-byte ICMP Echos to 10.1.3.1, timeout is 2 seconds:
é&éééss rate is 100 percent (5/5), round-trip min/avg/max = 1/2/4 ms
Type escape sequence to abort.

Sending 5, 100-byte ICMP Echos to 10.1.3.5, timeout is 2 seconds:

Success rate is 100 percent (5/5), round-trip min/avg/max = 1/2/4 ms
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Type escape sequence to abort.
Sending 5, 100-byte ICMP Echos to

Success rate is 100 percent (5/5),

Type escape sequence to abort.
Sending 5, 100-byte ICMP Echos to

Success rate is 100 percent (5/5),

Type escape sequence to abort.
Sending 5, 100-byte ICMP Echos to

Success rate is 100 percent (5/5),

Type escape sequence to abort.
Sending 5, 100-byte ICMP Echos to

Success rate is 100 percent (5/5),

Type escape sequence to abort.
Sending 5, 100-byte ICMP Echos to

Success rate is 100 percent (5/5),

Type escape sequence to abort.
Sending 5, 100-byte ICMP Echos to

Success rate is 100 percent (5/5),

Type escape sequence to abort.
Sending 5, 100-byte ICMP Echos to

Success rate is 100 percent (5/5),

R2(tch# tclquit
R2#

R3#tclsh

R3(tch)#foreach address {
+>(tc)#10.1.1.
+>(tcl)#10.1.
+>(tc)#10.1.
+>(tcl)#10.1.
+>(tc)#10.1.
+>(tcl)#10.1.
+>(tc)#10.1.
+>(tcl)#10.1.
+>(tc)#10.1.
+>(tc#10.1.
+>(tc)#10.1.
+>(tc#10.1.1
+>(tchH#10.1.10
+>(tc1)#10.1.203.2
+>(tc)#10.1.203.3
+>(tc)#} { ping $address }

1
1
2
2
2
3
3
3
1
1

1
5
9
1
5
9
1
5
-9
02.
02.
03.
3.

1
2
1
3

Type escape sequence to abort.
Sending 5, 100-byte ICMP Echos to

Success rate is 100 percent (5/5),

Type escape sequence to abort.
Sending 5, 100-byte ICMP Echos to

Success rate is 100 percent (5/5),

Type escape sequence to abort.
Sending 5, 100-byte ICMP Echos to

Success rate is 100 percent (5/5),

Type escape sequence to abort.
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10.1.3.9, timeout is 2 seconds:

round-trip min/avg/max = 1/2/4 ms

10.1.102.1, timeout is 2 seconds:

round-trip min/avg/max = 1/2/4 ms

10.1.102.2, timeout is 2 seconds:

round-trip min/avg/max = 1/2/4 ms

10.1.103.1, timeout is 2 seconds:

round-trip min/avg/max = 1/1/4 ms

10.1.103.3, timeout is 2 seconds:

round-trip min/avg/max = 1/2/4 ms

10.1.203.2, timeout is 2 seconds:

round-trip min/avg/max = 1/3/4 ms

10.1.203.3, timeout is 2 seconds:

round-trip min/avg/max = 1/2/4 ms

10.1.1.1, timeout is 2 seconds:

round-trip min/avg/max = 1/2/4 ms

10.1.1.5, timeout is 2 seconds:

round-trip min/avg/max = 1/2/4 ms

10.1.1.9, timeout iIs 2 seconds:
1/2/74

round-trip min/avg/max = ms
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Sending 5, 100-byte ICMP Echos to 10.1.2.1, timeout is 2 seconds:
éﬂéééss rate is 100 percent (5/5), round-trip min/avg/max = 1/2/4 ms
Type escape sequence to abort.

Sending 5, 100-byte ICMP Echos to 10.1.2.5, timeout is 2 seconds:
éﬂéééss rate is 100 percent (5/5), round-trip min/avg/max = 1/2/4 ms
Type escape sequence to abort.

Sending 5, 100-byte ICMP Echos to 10.1.2.9, timeout is 2 seconds:
Success rate is 100 percent (5/5), round-trip min/avg/max = 1/2/4 ms
Type escape sequence to abort.

Sending 5, 100-byte ICMP Echos to 10.1.3.1, timeout is 2 seconds:
Success rate is 100 percent (5/5), round-trip min/avg/max = 1/1/1 ms
Type escape sequence to abort.

Sending 5, 100-byte ICMP Echos to 10.1.3.5, timeout is 2 seconds:
Success rate is 100 percent (5/5), round-trip min/avg/max = 1/1/4 ms
Type escape sequence to abort.

Sending 5, 100-byte ICMP Echos to 10.1.3.9, timeout is 2 seconds:
Success rate is 100 percent (5/5), round-trip min/avg/max = 1/1/1 ms
Type escape sequence to abort.

Sending 5, 100-byte ICMP Echos to 10.1.102.1, timeout is 2 seconds:
Success rate is 100 percent (5/5), round-trip min/avg/max = 1/2/4 ms
Type escape sequence to abort.

Sending 5, 100-byte ICMP Echos to 10.1.102.2, timeout is 2 seconds:
Success rate is 100 percent (5/5), round-trip min/avg/max = 1/2/4 ms
Type escape sequence to abort.

Sending 5, 100-byte ICMP Echos to 10.1.103.1, timeout is 2 seconds:
Success rate is 100 percent (5/5), round-trip min/avg/max = 1/1/1 ms
Type escape sequence to abort.

Sending 5, 100-byte ICMP Echos to 10.1.103.3, timeout is 2 seconds:
Success rate is 100 percent (5/5), round-trip min/avg/max = 1/3/4 ms
Type escape sequence to abort.

Sending 5, 100-byte ICMP Echos to 10.1.203.2, timeout is 2 seconds:
Success rate is 100 percent (5/5), round-trip min/avg/max = 1/1/4 ms
Type escape sequence to abort.

Sending 5, 100-byte ICMP Echos to 10.1.203.3, timeout is 2 seconds:
é&éééss rate is 100 percent (5/5), round-trip min/avg/max = 1/3/4 ms
R3(tchH# tclquit

R3#
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END OF LAB CONFIGS

Ri1#show run
Building configuration. ..
1

hostname R1
1

interface Loopback11
ip address 10.1.1.1 255.255.255.252

interface Loopbackl5
ip address 10.1.1.5 255.255.255.252

interface Loopbackl9
ip address 10.1.1.9 255.255.255.252

interface FastEthernet0/0

ip address 10.1.200.1 255.255.255.248
no shutdown

1

interface Serial0/0/0

bandwidth 128

ip address 10.1.102.1 255.255.255.248
clock rate 128000

no shutdown

interface Serial0/0/1
bandwidth 128
ip address 10.1.103.1 255.255.255.248
no shutdown
1
router eigrp 100
network 10.0.0.0
auto-summary
1
end

R2#show run
Building configuration. ..
I

hostname R2
1

interface Loopback21
ip address 10.1.2.1 255.255.255.252

interface Loopback25
ip address 10.1.2.5 255.255.255.252

interface Loopback29
ip address 10.1.2.9 255.255.255.252

interface FastEthernet0/0
ip address 10.1.200.2 255.255.255.248
no shutdown

23-24 CCNP: Building Scalable Internetworks v5.0 - Lab 2-2

Copyright © 2006, Cisco Systems, Inc



interface Serial0/0/0

bandwidth 128

ip address 10.1.102.2 255.255.255.248
no shutdown

interface Serial0/0/1
bandwidth 64
ip address 10.1.203.2 255.255.255.248
no shutdown
1
router eigrp 100
network 10.0.0.0
auto-summary
1
end

R3#show run
Building configuration. ..
1

Hostname R3
!
interface Loopback31l
ip address 10.1.3.1 255.255.255.252

interface Loopback35
ip address 10.1.3.5 255.255.255.252

interface Loopback39
ip address 10.1.3.9 255.255.255.252

interface Serial0/0/0

bandwidth 128

ip address 10.1.103.3 255.255.255.248
clock rate 128000

no shutdown

interface Serial0/0/1

bandwidth 64

ip address 10.1.203.3 255.255.255.248
clock rate 64000

no shutdown

interface Serial0/1/0

ip address 10.1.34.3 255.255.255.0
clock rate 2000000

no shutdown

1
router eigrp 100

variance 2

network 10.0.0.0

auto-summary

1

access-list 100 permit icmp any any echo
1

end
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Lab 2-3 Summarization and Default Network Advertisement

Learning Objectives

¢ Review basic EIGRP configuration
e Configure and verify EIGRP auto-summarization
e Configure and verify EIGRP manual summarization
e Learn to use debug commands for EIGRP summarization
e Configure ip default-network advertisement with EIGRP
e Consider the effects of summarization and default routes in a large internetwork
Topology
Loopback1: 192.168.200.1/30
Loopbacks: 192.168.200.5/30
Loopback9: 192.168.200.9/30 Remote
LW13: 192 168.200.13/30 networks
Loopback17: 192.168.200.17/30
Loopback21: 192.168.200.21/30
Loopback25: 192.168.200.25/30
k0: 172.31.1.1/30 Loopback1: 192.168.1.1/23
e Loopback: 192.168.5.5/23
_ Loopbackd: 192.168.9.9/23
Loopback13: 192.168.13.13/23
Internat Remote Loopback17: 192.168.17.17/23
nefivorks Loopback21: 192.168.21.21/23
Loopback25; 192.168.25.25/23
Loopback100: 10.1.3.1/30
Loopback172: 172.16.1.1/30
Scenario

A network engineer has been having trouble with high memory, bandwidth, and
CPU utilization on her routers that are running EIGRP. Over lunch, she
mentions to you that she has flapping routes in remote parts of the EIGRP
autonomous system and suspects that these are the cause of the performance
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impediment. The engineer’s network has only one path out to the Internet and
her ISP has mandated that she use 172.31.1.1/30 on the end of the backbone

connection.

After asking if you could take a look at her network, you discover that the
routing tables are filled with 29-bit and 30-bit IP network prefixes, some of which
are unstable and flapping. You observe that summarization would prompt a
dramatic improvement in network performance and volunteer to implement it.

She asks you to show her proof-of-concept in the lab first, so you copy the

configuration files to paste into your lab routers.

Step 1: Initial Configuration

2-31

Paste the following configurations below into each of your routers to simulate

this network.

R1:
1

hostname R1

1

interface LoopbackO

ip address 172.31.1.1 255.255.255.0
1

interface Serial0/0/0

bandwidth 64

ip address 192.168.100.1 255.255.255.248
clock rate 64000

no shutdown

1

router eigrp 100

network 172.31.0.0

network 192.168.100.0

no auto-summary

1
end

R2:
1

Hostname R2

!

interface Loopbackl

ip address 192.168.200.1 255.255.255.252
!

interface Loopback5

ip address 192.168.200.5 255.255.255.252
1

interface Loopback9

ip address 192.168.200.9 255.255.255.252
!

interface Loopbackl3

ip address 192.168.200.13 255.255.255.252
1

interface Loopback17

ip address 192.168.200.17 255.255.255.252
!

interface Loopback21

ip address 192.168.200.21 255.255.255.252
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interface Loopback25
ip address 192.168.200.25 255.255.255_252

interface Serial0/0/0

bandwidth 64

ip address 192.168.100.2 255.255.255.248
no shutdown

interface Serial0/0/1
bandwidth 64

ip address 10.1.1.2 255.255.255.248
clock rate 64000

no shutdown

1
router eigrp 100
network 10.0.0.0
network 192.168.100.0
network 192.168.200.0
no auto-summary

1
end

R3:
1

Hostname R3
1

interface Loopbackl
ip address 192.168.1.1 255.255.254.0

interface Loopback5
ip address 192.168.5.5 255.255.254.0

interface Loopback9
ip address 192.168.9.9 255.255.254.0

interface Loopbackl3
ip address 192.168.13.13 255.255.254.0

interface Loopbackl7
ip address 192.168.17.17 255.255.254.0

interface Loopback21
ip address 192.168.21.21 255.255.254.0

interface Loopback25
ip address 192.168.25.25 255.255.254_0

interface Loopbackl100
ip address 10.1.3.1 255.255.255.252

interface Loopbackl72
ip address 172.16.1.1 255.255.255.0

interface Serial0/0/1

bandwidth 64

ip address 10.1.1.3 255.255.255.248
no shutdown

1

router eigrp 100

network 10.0.0.0

network 172.16.0.0

network 192.168.0.0 0.0.31.255
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no auto-summary
1

end

Now you have full EIGRP adjacency between R1 and R2 and between R2 and
R3. Verify this with the show ip eigrp neighbors command:

R1# show ip eigrp neighbors
IP-EIGRP neighbors for process 100
H Address Interface

0 192.168.100.2 Se0/0/0

R2# show ip eigrp neighbors
IP-EIGRP neighbors for process 100

H Address Interface
1 10.1.1.3 Se0/0/1
0 192.168.100.1 Se0/0/0

R3# show ip eigrp neighbors
IP-EIGRP neighbors for process 100
H Address Interface

0 10.1.1.2 Se0/0/1

Hold Uptime SRTT RTO Q Seq
(sec) (ms) Cnt Num
10 00:00:13 40 2280 O 38

Hold Uptime SRTT RTO Q Seq
(sec) (ms) Cnt Num
14 00:00:33 6 2280 0 28
10 00:00:40 21 2280 O 21

Hold Uptime SRTT RTO Q Seq
(sec) (ms) Cnt Num
13 00:00:52 13 2280 O 37

Ping all the IP addresses to ensure full connectivity, or use the following TCL
script. If you have never used TCL scripts, or need a refresher, see the TCL lab

in the routing module.

foreach address {
10.1.1.2

10.1.1.3

10.1.3.1
172.16.1.1
172.31.1.1
192.168.
192.168.
192.168.
192.168.13.13
192.168.17.17
192.168.21.21
192.168.25.25
192.168.100.1
192.168.200.1
192.168.200.5
192.168.200.9
192.168.200.13
192.168.200.17
192.168.200.21
192.168.200.25
192.168.100.2

} { ping $address }

© g~
© a1~

You will get ICMP echo replies for every address pinged. Check the TCL script
output against the output in Appendix A (all pings successful). Make sure you

run the TCL script on each router.

CCNP: Building Scalable Internetworks v5.0 - Lab 2-3 Copyright © 2006, Cisco Systems, Inc



Step 2: Summarization Analysis

Currently, the engineer has the following networks configured within her

network:

Router | Interface . IP Address/Mask |
R1 Loopback0 172.31.1.1/30
R1 Serial0/0/0 192.168.100.1/29
R2 Loopbackl 192.168.200.1/30
R2 Loopback5 192.168.200.5/30
R2 Loopback9 192.168.200.9/30
R2 Loopback13 192.168.200.13/30
R2 Loopbackl7? 192.168.200.17/30
R2 Loopback21 192.168.200.21/30
R2 Loopback25 192.168.200.25/30
R2 Serial0/0/0 192.168.100.2/29
R2 Serial0/0/1 10.1.1.2/29
R3 Loopbackl 192.168.1.1/23
R3 Loopback5 192.168.5.5/23
R3 Loopback9 192.168.9.9/23
R3 Loopbackl13 192.168.13.13/23
R3 Loopbackl17 192.168.17.17/23
R3 Loopback21 192.168.21.21/23
R3 Loopback25 192.168.25.25/23
R3 Loopback100 10.1.3.1/30
R3 Loopback172 172.16.1.1/30
R3 Serial 0/0/1 10.1.1.3/29

Given this addressing scheme, how many major networks are involved in this
simulation? What are they?

Note: If you are unsure, use the show ip route command on R1 and look at the
analysis of the output in Appendix B.

The engineer has not configured any automatic or manual EIGRP
summarization in her topology. How would summarization benefit her network,
especially in light of the fact that she has outlying flapping routes? List at least
two reasons.
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For the following networks, which router should you summarize to minimize the
size of the routing table for all the involved routers? What summary should you
use?

10.0.0.0/8 —

172.16.0.0/16 —

172.31.0.0/16 —

192.168.100.0/24 —

192.168.200.0/24 —

192.168.0.0/23 through 192.168.24.0/23 —

If EIGRP auto-summarization is turned on in this topology, will 192.168.0.0/23
through 192.168.24.0/23 be summarized?

Since all routes involved in this lab, including later summary routes, will be
installed in the routing table by EIGRP, observe the routing table on each router
with the show ip route eigrp command. We will periodically observe the
routing table with the output of this command throughout the duration of the lab.

R1# show ip route eigrp
172.16.0.0/24 is subnetted, 1 subnets
D 172.16.1.0 [90/41152000] via 192.168.100.2, 00:01:14, Serial0/0/0
192.168.200.0/30 is subnetted, 7 subnets
192.168.200.0 [90/40640000] via 192.168.100.2, 00:03:09, Serial0/0/0
192.168.200.4 [90/40640000] via 192.168.100.2, 00:03:09, Serial0/0/0
192.168.200.8 [90/40640000] via 192.168.100.2, 00:03:09, Serial0/0/0
192.168.200.12 [90/40640000] via 192.168.100.2, 00:03:09, Serial0/0/0
192.168.200.16 [90/40640000] via 192.168.100.2, 00:03:09, Serial0/0/0
192.168.200.20 [90/40640000] via 192.168.100.2, 00:03:09, Serial0/0/0
192.168.200.24 [90/40640000] via 192.168.100.2, 00:03:09, Serial0/0/0
10.0.0.0/8 is variably subnetted, 2 subnets, 2 masks
10.1.3.0/30 [90/41152000] via 192.168.100.2, 00:03:09, Serial0/0/0
10.1.1.0/29 [90/41024000] via 192.168.100.2, 00:03:09, Serial0/0/0
192.168.12.0/23 [90/41152000] via 192.168.100.2, 00:03:09, Serial0/0/0
192.168.8.0/23 [90/41152000] via 192.168.100.2, 00:03:11, Serial0/0/0
192.168.24.0/23 [90/41152000] via 192.168.100.2, 00:03:11, Serial0/0/0

lvivhviwviwiwlw)
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168.4.0/23 [90/41152000] via 192.168.100.2, 00:03:11, Serial0/0/0
168.20.0/23 [90/41152000] via 192.168.100.2, 00:03:11, Serial0/0/0
168.0.0/23 [90/41152000] via 192.168.100.2, 00:03:11, Serial0/0/0
168.16.0/23 [90/41152000] via 192.168.100.2, 00:03:11, Serial0/0/0

ip route eigrp

16.0.0/24 is subnetted, 1 subnets

172.16.1.0 [90/40640000] via 10.1.1.3, 00:01:40, Serial0/0/1
172.31.0.0/24 is subnetted, 1 subnets

172.31.1.0 [90/40640000] via 192.168.100.1, 00:03:35, Serial0/0/0
10.0.0.0/8 is variably subnetted, 2 subnets, 2 masks

10.1.
168.
168.
168.
168.
168.
168.
168.

3.0/30 [90/40640000] via 10.1.1.3, 00:06:21, Serial0/0/1
é?é/ZS [90/40640000] via 10.1.1.3, 00:04:04, Serial0/0/1
5?6/23 [90/40640000] via 10.1.1.3, 00:04:05, Serial0/0/1
§26/23 [90/40640000] via 10.1.1.3, 00:04:05, Serial0/0/1

0/23 [90/40640000] via 10.1.1.3, 00:04:04, Serial0/0/1
0/23 [90/40640000] via 10.1.1.3, 00:04:04, Serial0/0/1
0/23 [90/40640000] via 10.1.1.3, 00:04:04, Serial0/0/1

0/23 [90/40640000] via 10.1.1.3, 00:04:04, Serial0/0/1

ip route eigrp

.31.0.0/24 is subnetted, 1 subnets
172.31.1.0 [90/41152000] via 10.1.1.2, 00:04:12, Serial0/0/1
192.168.200.0/30 is subnetted, 7 subnets

192.
192.
192.
192.
192.
192.
192.

168.
168.
168.
-200.12 [90/40640000] via 10.
168.
168.
168.

168

200.0 [90/40640000] via 10.1.1.2, 00:06:58, Serial0/0/1
200.4 [90/40640000] via 10.1.1.2, 00:06:58, Serial0/0/1
200.8 [90/40640000] via 10.1.1.2, 00:06:58, Serial0/0/1
.2, 00:06:58, Serial0/0/1
.2, 00:06:58, Serial0/0/1
.2, 00:06:58, Serial0/0/1
.2, 00:06:58, Serial0/0/1

1.
200.16 [90/40640000] via 10.1.
200.20 [90/40640000] via 10.1.
200.24 [90/40640000] via 10.1.

RPRRER

192.168.100.0/29 is subnetted, 1 subnets
192.168.100.0 [90/41024000] via 10.1.1.2, 00:06:58, Serial0/0/1

D 192.

D 192.

D 192.

D 192.

R2# show
172.

D

D

D

D 192.

D 192.

D 192.

D 192.

D 192.

D 192.

D 192.

R3# show
172

D

D

D

D

D

D

D

D

D

How do you expect the output of this command to change if you implement the
summarization you described above? Record your answer, and compare it with
the results you observe later.

You can also look at the size of each router’s routing table with the show ip
route summary command:

R1# show ip route summary
IP routing table name is Default-1P-Routing-Table(0)
IP routing table maximum-paths is 16

Route Source

connecte
static
eigrp 10
internal
Total

-31

d

0

Networks Subnets Overhead Memory (bytes)
0 2 144 272

0 0 0 0

7 10 1224 2312

5 5780

12 12 1368 8364
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R2# show Ip route summary
IP routing table name is Default-1P-Routing-Table(0)
IP routing table maximum-paths is 16

Route Source Networks Subnets Overhead Memory (bytes)
connected 0 9 648 1224

static 0 0 0 0

eigrp 100 7 3 720 1360

internal 5 5780

Total 12 12 1368 8364

R3# show ip route summary
IP routing table name is Default-1P-Routing-Table(0)
IP routing table maximum-paths is 16

Route Source Networks Subnets Overhead Memory (bytes)
connected 14 3 1224 2312

static 0 0 0 0

eigrp 100 0 9 648 1224

internal 5 5780

Total 19 12 1872 9316

Step 3: EIGRP Auto-summarization

The network engineer reminds you that EIGRP auto-summarization is turned on
by default, but that she turned it off because she had discontiguous networks
that she later removed. It is now safe to begin using auto-summarization again.

Verify that EIGRP AS 100 is not using auto-summarization on R1 with the show
ip protocols command:

Ril#show ip protocols
Routing Protocol is "eigrp 100"
Outgoing update Filter list for all interfaces is not set
Incoming update filter list for all interfaces is not set
Default networks flagged in outgoing updates
Default networks accepted from incoming updates
EIGRP metric weight K1=1, K2=0, K3=1, K4=0, K5=0
EIGRP maximum hopcount 100
EIGRP maximum metric variance 1
Redistributing: eigrp 100
EIGRP NSF-aware route hold timer is 240s
Automatic network summarization is not in effect
Maximum path: 4
Routing for Networks:
172.31.0.0
192.168.100.0
Routing Information Sources:
Gateway Distance Last Update
192.168.100.2 90 00:04:31
Distance: internal 90 external 170

This command displays detailed information about EIGRP’s status that we will
use later in the lab, including whether:

e EIGRP will flag default networks sent to other routers

e EIGRP will accept default networks advertised to this router

e Auto-summarization is turned on
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You can enable EIGRP route and summary route debugging on each router,
which allows you to observe when summary routes are advertised from the
router with the debug ip eigrp 100 and debug ip eigrp summary commands:

Ri#debug ip eigrp 100
Ri1#debug ip eigrp summary

R2#debug ip eigrp 100
R2#debug ip eigrp summary

R3#debug ip eigrp 100
R3#debug ip eigrp summary

On R3, execute the auto-summary command in EIGRP’s configuration menu.
This produces system logging messages on both routers and debug output on
R3.

R3(config)# router eigrp 100
R3(config-router)# auto-summary

You get the following types of log messages:

On R3:
*Sep 27 16:55:03.035: %DUAL-5-NBRCHANGE: I1P-EIGRP(0) 100: Neighbor 10.1.203.2
(Serial0/0/1) is resync: summary configured

On R2:
*Sep 27 16:56:54.539: %DUAL-5-NBRCHANGE: IP-EIGRP(0) 100: Neighbor 10.1.203.2
(Serial0/0/1) is resync: peer graceful-restart

Your router issues a notification similar to the former message when you either
configure or disable auto-summary on the local router. You receive a
notification similar to the latter message when you configure auto-summary on
an adjacent router. The adjacency must be resynchronized so that EIGRP
update packets advertising the new summary routing information are sent.

Following the log messages, you get a flood of debug output on R3 as it
searches its topology table for routes that can be summarized. EIGRP attempts
to automatically summarize both 172.16.0.0/16 and 10.0.0.0/8 on R3, because
R3 hosts the classful boundary between those networks. However, the output
has been boiled down to only the debug messages concerning the
172.16.0.0/16 network. You should receive the same messages for 10.0.0.0/8,
with the exception of the addition of the Serial0/0/1 interface. The reason for
this exception is explained later.

<output regarding network 10.0.0.0/8 omitted>

*Sep 28 19:23:37.811: IP-EIGRP: add_auto_summary: Serial0/0/1 172.16.0.0/16 5
*Sep 28 19:23:37.811: IP-EIGRP: find_summary: add new sum: 172.16.0.0/16 5
*Sep 28 19:23:37.811: IP-EIGRP: find_summary: add new if: Serial0/0/1 to
172.16.0.0/16 5

*Sep 28 19:23:37.811: IP-EIGRP(Default-1P-Routing-Table:100): process_summary:
172.16.0.0/16 1
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*Sep 28 19:23:37.811: IP-EIGRP: add_auto_summary: Loopbackl00 172.16.0.0/16 5
*Sep 28 19:23:37.811: IP-EIGRP: find_summary: add new if: LoopbacklO0 to
172.16.0.0/16 5

*Sep 28 19:23:37.811: IP-EIGRP(Default-I1P-Routing-Table:100): process_summary:
172.16.0.0/16 1

*Sep 28 19:23:37.811: IP-EIGRP: add_auto_summary: Loopbackl 172.16.0.0/16 5
*Sep 28 19:23:37.811: IP-EIGRP: find_summary: add new if: Loopbackl to
172.16.0.0/16 5

*Sep 28 19:23:37.811: IP-EIGRP(Default-1P-Routing-Table:100): process_summary:
172.16.0.0/16 1

*Sep 28 19:23:37.811: IP-EIGRP: add_auto_summary: Loopback5 172.16.0.0/16 5
*Sep 28 19:23:37.811: IP-EIGRP: find_summary: add new if: Loopback5 to
172.16.0.0/16 5

*Sep 28 19:23:37.811: IP-EIGRP(Default-1P-Routing-Table:100): process_summary:
172.16.0.0/16 1

*Sep 28 19:23:37.811: IP-EIGRP: add_auto_summary: Loopback9 172.16.0.0/16 5
*Sep 28 19:23:37.811: IP-EIGRP: find_summary: add new if: Loopback9 to
172.16.0.0/16 5

*Sep 28 19:23:37.811: IP-EIGRP(Default-1P-Routing-Table:100): process_summary:
172.16.0.0/16 1

*Sep 28 19:23:37.811: IP-EIGRP: add_auto_summary: Loopbackl3 172.16.0.0/16 5
*Sep 28 19:23:37.815: IP-EIGRP: find_summary: add new if: Loopbackl3 to
172.16.0.0/16 5

*Sep 28 19:23:37.815: IP-EIGRP(Default-1P-Routing-Table:100): process_summary:
172.16.0.0/16 1

*Sep 28 19:23:37.815: IP-EIGRP: add_auto_summary: Loopbackl7 172.16.0.0/16 5
*Sep 28 19:23:37.815: IP-EIGRP: find_summary: add new if: Loopbackl7 to
172.16.0.0/16 5

*Sep 28 19:23:37.815: IP-EIGRP(Default-I1P-Routing-Table:100): process_summary:
172.16.0.0/16 1

*Sep 28 19:23:37.815: IP-EIGRP: add_auto_summary: Loopback2l 172.16.0.0/16 5
*Sep 28 19:23:37.815: IP-EIGRP: find_summary: add new if: Loopback2l to
172.16.0.0/16 5

*Sep 28 19:23:37.815: IP-EIGRP(Default-1P-Routing-Table:100): process_summary:
172.16.0.0/16 1

*Sep 28 19:23:37.815: IP-EIGRP: add_auto_summary: Loopback25 172.16.0.0/16 5
*Sep 28 19:23:37.815: IP-EIGRP: find_summary: add new if: Loopback25 to
172.16.0.0/16 5

*Sep 28 19:23:37.815: IP-EIGRP(Default-1P-Routing-Table:100): process_summary:
172.16.0.0/16 1

*Sep 28 19:23:37.815: %DUAL-5-NBRCHANGE: IP-EIGRP(0) 100: Neighbor 10.1.1.2
(Serial0/0/1) is resync: summary configured

*Sep 28 19:23:37.815: IP-EIGRP(Default-1P-Routing-Table:100):
get_summary_metric: 172.16.0.0/16

*Sep 28 19:23:37.819: IP-EIGRP(Default-1P-Routing-Table:100):
get_summary_metric: 172.16.0.0/16

*Sep 28 19:23:37.819: IP-EIGRP(Default-I1P-Routing-Table:100):
get_summary_metric: 172.16.0.0/16

*Sep 28 19:23:37.823: IP-EIGRP(Default-I1P-Routing-Table:100):
get_summary_metric: 172.16.0.0/16

*Sep 28 19:23:37.823: IP-EIGRP(Default-I1P-Routing-Table:100):
get_summary_metric: 172.16.0.0/16

*Sep 28 19:23:37.823: IP-EIGRP(Default-I1P-Routing-Table:100):
get_summary_metric: 172.16.0.0/16

*Sep 28 19:23:37.827: IP-EIGRP(Default-IP-Routing-Table:100):
get_summary_metric: 172.16.0.0/16

*Sep 28 19:23:37.827: IP-EIGRP(Default-I1P-Routing-Table:100):
get_summary_metric: 172.16.0.0/16

*Sep 28 19:23:37.831: IP-EIGRP(Default-1P-Routing-Table:100):
get_summary_metric: 172.16.0.0/16
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Each get_summary_metric messages at the end represents a function call to
create a composite metric for the summary route for each outbound interface.

Imagine that we have EIGRP neighbors out each loopback interface connected
to R3. How many interfaces will receive the 172.16.0.0/16 summary route?

Which summary routes are sent to R2? Check with the show ip route eigrp
command.

R2# show ip route
<output omitted>
D 172.16.0.0/16 [90/40640000] via 10.1.1.3, 00:38:38, Serial0/0/1
172.31.0.0/24 is subnetted, 1 subnets

172.31.1.0 [90/40640000] via 192.168.100.1, 00:47:51, Serial0/0/0
10.0.0.0/8 is variably subnetted, 2 subnets, 2 masks

10.1.3.0/30 [90/40640000] via 10.1.1.3, 00:50:36, Serial0/0/1
192.168.12.0/23 [90/40640000] via 10.1.1.3, 00:48:20, Serial0/0/1
192.168.8.0/23 [90/40640000] via 10.1.1.3, 00:48:20, Serial0/0/1
192.168.24.0/23 [90/40640000] via 10.1.1.3, 00:48:19, Serial0/0/1
192.168.4.0/23 [90/40640000] via 10.1.1.3, 00:48:20, Serial0/0/1
192.168.20.0/23 [90/40640000] via 10.1.1.3, 00:48:19, Serial0/0/1
192.168.0.0/23 [90/40640000] via 10.1.1.3, 00:48:20, Serial0/0/1
192.168.16.0/23 [90/40640000] via 10.1.1.3, 00:48:20, Serial0/0/1

O

lvlviviviwviviwlw)

Notice that the summary route has the same composite metric as the previous
single route to 172.16.1.0/30.

When the summary route is generated, what happens in R3’s routing table?
Issue the show ip route eigrp command to check.

R3# show ip route eigrp
<output omitted>
172.16.0.0/16 is variably subnetted, 2 subnets, 2 masks

D 172.16.0.0/16 is a summary, 00:46:00, NullO
10.0.0.0/8 is variably subnetted, 3 subnets, 3 masks
D 10.0.0.0/8 is a summary, 00:46:00, NullO

In the debug output of the debug ip eigrp summary command, there were also
messages pertaining to 10.0.0.0/8. Although R3 has a summary route for
10.0.0.0/8 installed in its routing table to NullO, why did R3 not send the
summary route for 10.0.0.0/8 to R2? The 10.0.0.0/8 summary will not be sent
out to a connected subnet within that major network. Automatic summarization
takes place at the classful boundary by sending a classful network summary to
all local EIGRP interfaces not in the summarized network. Because Serial0/0/1
has an IP address that is part of the 10.0.0.0/8 network, R3 does not send that
summary to R2 through the Serial0/0/1 interface. Notice that it is not in the
EIGRP topology table on R2.
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R2# show ip eigrp topology

IP-EIGRP Topology Table for AS(100)/1D(192.168.200.25)

Codes: P - Passive, A - Active, U - Update, Q - Query, R - Reply,

r - reply Status, s - sia Status

10.1.3.0/30, 1 successors, FD is 40640000

via 10.1.1.3 (40640000/128256), Serial0/0/1

10.1.1.0/29, 1 successors, FD is 40512000

via Connected, Serial0/0/1

Note the lack of the summary route to 10.0.0.0/8

192.

192.

192.

192.

192.

192.

192.

192.

192.

192.

192.

192.

192.

172.

192.

192.

172.

168.100.0/29, 1 successors, FD is 40512000
via Connected, Serial0/0/0
168.8.0/23, 1 successors, FD is 40640000
via 10.1.1.3 (40640000/128256), Serial0/0/1
168.12.0/23, 1 successors, FD is 40640000
via 10.1.1.3 (40640000/128256), Serial0/0/1
168.0.0/23, 1 successors, FD is 40640000
via 10.1.1.3 (40640000/128256), Serial0/0/1
168.4.0/23, 1 successors, FD is 40640000

via 10.1.1.3 (40640000/128256), Serial0/0/1
168.24.0/23, 1 successors, FD is 40640000
via 10.1.1.3 (40640000/128256), Serial0/0/1
168.16.0/23, 1 successors, FD is 40640000
via 10.1.1.3 (40640000/128256), Serial0/0/1
168.20.0/23, 1 successors, FD is 40640000
via 10.1.1.3 (40640000/128256), Serial0/0/1

168.200.0/30, 1 successors, FD is 128256
via Connected, Loopbackl

168.200.4/30, 1 successors, FD is 128256
via Connected, Loopback5

168.200.8/30, 1 successors, FD is 128256
via Connected, Loopback9

168.200.12/30, 1 successors, FD is 128256
via Connected, Loopbackl3

168.200.16/30, 1 successors, FD is 128256
via Connected, Loopbackl7

31.1.0/24, 1 successors, FD is 40640000

via 192.168.100.1 (40640000/128256), Serial0/0/0

168.200.20/30, 1 successors, FD is 128256
via Connected, Loopback21l

168.200.24/30, 1 successors, FD is 128256
via Connected, Loopback25

16.0.0/16, 1 successors, FD is 40640000
via 10.1.1.3 (40640000/128256), Serial0/0/1

Finally, which of R3’s connected networks are not being summarized?

Review your answers to the questions at the end of Step 2. Why is this
summarization not occurring?

Since the engineer has no discontiguous networks in her internetwork, you

decide to enable EIGRP auto-summary on all routers.
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R1(config)# router eigrp 100
Ri1(config-router)# auto-summary

R2(config)# router eigrp 100
R2(config-router)# auto-summary

Verify that the summaries are shown by issuing the show ip eigrp topology
command on each router. You should see summary routes on each router for
each major network that is not part of the /23 supernets. Supernets are not
included in auto-summary routes because EIGRP automatically summarizes
only to the classful boundary and no further. Compare your output with the
output below.

R1# show ip eigrp topology
IP-EIGRP Topology Table for AS(100)/1D(172.31.1.1)

Codes: P - Passive, A - Active, U - Update, Q - Query, R - Reply,
r - reply Status, s - sia Status

P 10.0.0.0/8, 1 successors, FD is 41024000

via 192.168.100.2 (41024000/40512000), Serial0/0/0
P 192.168.100.0/24, 1 successors, FD is 40512000

via Summary (40512000/0), NullO
P 192.168.100.0/29, 1 successors, FD is 40512000

via Connected, Serial0/0/0
P 192.168.8.0/23, 1 successors, FD is 41152000

via 192.168.100.2 (41152000/40640000), Serial0/0/0
P 192.168.12.0/23, 1 successors, FD is 41152000

via 192.168.100.2 (41152000/40640000), Serial0/0/0
P 192.168.0.0/23, 1 successors, FD is 41152000

via 192.168.100.2 (41152000/40640000), Serial0/0/0
P 192.168.4.0/23, 1 successors, FD is 41152000

via 192.168.100.2 (41152000/40640000), Serial0/0/0
P 192.168.24.0/23, 1 successors, FD is 41152000

via 192.168.100.2 (41152000/40640000), Serial0/0/0
P 192.168.16.0/23, 1 successors, FD is 41152000

via 192.168.100.2 (41152000/40640000), Serial0/0/0
P 192.168.20.0/23, 1 successors, FD is 41152000

via 192.168.100.2 (41152000/40640000), Serial0/0/0
P 192.168.200.0/24, 1 successors, FD is 40640000

via 192.168.100.2 (40640000/128256), Serial0/0/0
P 172.31.1.0/24, 1 successors, FD is 128256

via Connected, LoopbackO
P 172.31.0.0/16, 1 successors, FD is 128256

via Summary (128256/0), NullO
P 172.16.0.0/16, 1 successors, FD is 41152000

via 192.168.100.2 (41152000/40640000), Serial0/0/0

R2# show ip eigrp topology
IP-EIGRP Topology Table for AS(100)/1D(192.168.200.25)

Codes: P - Passive, A - Active, U - Update, Q - Query, R - Reply,
r - reply Status, s - sia Status

P 10.1.3.0/30, 1 successors, FD is 40640000

via 10.1.1.3 (40640000/128256), Serial0/0/1
P 10.0.0.0/8, 1 successors, FD is 40512000

via Summary (40512000/0), NullO
P 10.1.1.0/29, 1 successors, FD is 40512000
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via Connected, Serial0/0/1
P 192.168.100.0/24, 1 successors, FD is 40512000
via Summary (40512000/0), NullO
P 192.168.100.0/29, 1 successors, FD is 40512000
via Connected, Serial0/0/0
P 192.168.8.0/23, 1 successors, FD is 40640000
via 10.1.1.3 (40640000/128256), Serial0/0/1
P 192.168.12.0/23, 1 successors, FD is 40640000
via 10.1.1.3 (40640000/128256), Serial0/0/1
P 192.168.0.0/23, 1 successors, FD is 40640000
via 10.1.1.3 (40640000/128256), Serial0/0/1
P 192.168.4.0/23, 1 successors, FD is 40640000
via 10.1.1.3 (40640000/128256), Serial0/0/1
P 192.168.24.0/23, 1 successors, FD is 40640000
via 10.1.1.3 (40640000/128256), Serial0/0/1
P 192.168.16.0/23, 1 successors, FD is 40640000
via 10.1.1.3 (40640000/128256), Serial0/0/1
P 192.168.20.0/23, 1 successors, FD is 40640000
via 10.1.1.3 (40640000/128256), Serial0/0/1
P 192.168.200.0/24, 1 successors, FD is 128256
via Summary (128256/0), NullO
P 192.168.200.0/30, 1 successors, FD is 128256
via Connected, Loopbackl
P 192.168.200.4/30, 1 successors, FD is 128256
via Connected, Loopback5
P 192.168.200.8/30, 1 successors, FD is 128256
via Connected, Loopback9
P 192.168.200.12/30, 1 successors, FD is 128256
via Connected, Loopbackl3
P 192.168.200.16/30, 1 successors, FD is 128256
via Connected, Loopbackl7
P 172.31.0.0/16, 1 successors, FD is 40640000
via 192.168.100.1 (40640000/128256), Serial0/0/0
P 192.168.200.20/30, 1 successors, FD is 128256
via Connected, Loopback21
P 192.168.200.24/30, 1 successors, FD is 128256
via Connected, Loopback25
P 172.16.0.0/16, 1 successors, FD is 40640000
via 10.1.1.3 (40640000/128256), Serial0/0/1

R3# show ip eigrp topology
IP-EIGRP Topology Table for AS(100)/1D(192.168.25.25)

Codes: P - Passive, A - Active, U - Update, Q - Query, R - Reply,
r - reply Status, s - sia Status

P 10.1.3.0/30, 1 successors, FD is 128256
via Connected, Loopbackl00
P 10.0.0.0/8, 1 successors, FD is 128256
via Summary (128256/0), NullO
P 10.1.1.0/29, 1 successors, FD is 40512000
via Connected, Serial0/0/1
P 192.168.100.0/24, 1 successors, FD is 41024000
via 10.1.1.2 (41024000/40512000), Serial0/0/1
P 192.168.8.0/23, 1 successors, FD is 128256
via Connected, Loopback9
P 192.168.12.0/23, 1 successors, FD is 128256
via Connected, Loopbackl3
P 192.168.0.0/23, 1 successors, FD is 128256
via Connected, Loopbackl
P 192.168.4.0/23, 1 successors, FD is 128256
via Connected, Loopback5
P 192.168.24.0/23, 1 successors, FD is 128256
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via Connected, Loopback25
P 192.168.16.0/23, 1 successors, FD is 128256
via Connected, Loopbackl7
P 192.168.20.0/23, 1 successors, FD is 128256
via Connected, Loopback21l
P 192.168.200.0/24, 1 successors, FD is 40640000
via 10.1.1.2 (40640000/128256), Serial0/0/1
P 172.31.0.0/16, 1 successors, FD is 41152000
via 10.1.1.2 (41152000/40640000), Serial0/0/1
P 172.16.0.0/16, 1 successors, FD is 128256
via Summary (128256/0), NullO
P 172.16.1.0/24, 1 successors, FD is 128256
via Connected, Loopbackl72

Step 4: EIGRP Manual Summarization

Recall that when we configured the auto-summary, debug output showed that
EIGRP summary routes were generated on a per-interface basis. EIGRP
calculates summaries, whether manually or automatically, on a per-interface
basis. Although the EIGRP auto-summary command turns auto-summarization
on globally on a router, we can configure summary routes manually as well with
the interface-level command ip summary-address eigrp as network mask.

Normally, you need to leave EIGRP auto-summarization off in topologies with
discontiguous networks and create manual summary routes instead. In this
case, to show the engineer how summarization can further benefit her network,
you enable manual summarization on R3’s Serial0/0/1 interface. R3 should
therefore advertise the /23 subnets to R2.

What is the most efficient mask to summarize these routes?

Implement the summarization on R3 as follows:
R3#conf t

R3(config)#interface Serial 0/0/1
R3(config-if)#ip summary-address eigrp 100 192.168.0.0 255.255.224.0

The 100 parameter instructs this to be sent out only to neighbors in EIGRP AS
100.

Use the inline 10S help system with the “?” if you are unfamiliar with the
parameters of this command. Use this as a common practice to familiarize
yourself with parameters when working through these labs.

The adjacency between R2 and R3 resynchronizes after the summary is
configured. The routing tables should appear similar to the following.

R1# show ip route
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<output omitted>
Gateway of last resort is not set

D 172.16.0.0/16 [90/41152000] via 192.168.100.2, 04:04:11, Serial0/0/0
172.31.0.0/16 is variably subnetted, 2 subnets, 2 masks
172.31.1.0/24 is directly connected, LoopbackO
172.31.0.0/16 is a summary, 02:47:43, NullO
192.168.200.0/24 [90/40640000] via 192.168.100.2, 02:47:34, Serial0/0/0
10.0.0.0/8 [90/41024000] via 192.168.100.2, 02:47:34, Serial0/0/0
192.168.100.0/24 is variably subnetted, 2 subnets, 2 masks
192.168.100.0/29 is directly connected, Serial0/0/0
192.168.100.0/24 is a summary, 02:47:44, NullO
192.168.0.0/19 [90/41152000] via 192.168.100.2, 02:32:07, Serial0/0/0

OO oOOn

O oo

R2# show ip route
<output omitted>

Gateway of last resort is not set

172.16.0.0/16 [90/40640000] via 10.1.1.3, 02:33:29, Serial0/0/1

172.31.0.0/16 [90/40640000] via 192.168.100.1, 02:48:58, Serial0/0/0

192.168.200.0/24 is variably subnetted, 8 subnets, 2 masks
192.168.200.0/30 is directly connected, Loopbackl
192.168.200.0/24 is a summary, 02:48:58, NullO
192.168.200.4/30 is directly connected, Loopback5
192.168.200.8/30 is directly connected, Loopback9
192.168.200.12/30 is directly connected, Loopbackl3
192.168.200.16/30 is directly connected, Loopbackl?7
192.168.200.20/30 is directly connected, Loopback2l
192.168.200.24/30 is directly connected, Loopback25

10.0.0.0/8 is variably subnetted, 3 subnets, 3 masks
10.1.3.0/30 [90/40640000] via 10.1.1.3, 02:33:30, Serial0/0/1
10.1.1.0/29 is directly connected, Serial0/0/1
10.0.0.0/8 is a summary, 02:49:00, NullO

192.168.100.0/24 is variably subnetted, 2 subnets, 2 masks

C 192.168.100.0/29 is directly connected, Serial0/0/0

D 192.168.100.0/24 is a summary, 02:49:00, NullO

D 192.168.0.0/19 [90/40640000] via 10.1.1.3, 02:33:31, Serial0/0/1

OO0OO0O0O0O00O O O

OO0

R3# show ip route
<output omitted>

Gateway of last resort is not set

172.16.0.0/16 is variably subnetted, 2 subnets, 2 masks
172.16.0.0/16 is a summary, 04:07:05, NullO
172.16.1.0/24 is directly connected, Loopbackl72
172.31.0.0/16 is subnetted, 1 subnets
172.31.0.0 [90/41152000] via 10.1.1.2, 02:35:00, Serial0/0/1
192.168.200.0/24 [90/40640000] via 10.1.1.2, 02:50:28, Serial0/0/1
10.0.0.0/8 is variably subnetted, 3 subnets, 3 masks
10.1.3.0/30 is directly connected, Loopbackl00
10.1.1.0/29 is directly connected, Serial0/0/1
10.0.0.0/8 is a summary, 04:07:06, NullO
192.168.100.0/24 [90/41024000] via 10.1.1.2, 02:50:29, Serial0/0/1
192.168.12.0/23 is directly connected, Loopbackl3
192.168.12.0/22 is directly connected, Loopbackl3
192.168.8.0/23 is directly connected, Loopback9
192.168.8.0/22 is directly connected, Loopback9
192.168.24.0/23 is directly connected, Loopback25
192.168.24.0/22 is directly connected, Loopback25
192.168.4.0/23 is directly connected, Loopback5

OO

O O

OO0O0O0O0O0OO0O0T00oOOO0O
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192.168.4.0/22 is directly connected, Loopback5
192.168.20.0/23 is directly connected, Loopback2l
192.168.20.0/22 is directly connected, Loopback21l
192.168.0.0/23 is directly connected, Loopbackl
192.168.0.0/22 is directly connected, Loopbackl
192.168.0.0/19 is a summary, 02:35:02, NullO
192.168.16.0/23 is directly connected, Loopbackl?7
192.168.16.0/22 is directly connected, Loopbackl7

OO0 OOO0O0

Notice that on each router the only EIGRP routes (marked as D) are summary
routes to locally connected networks (Null0) or summary routes to remote
networks.

At this point, you have efficiently summarized the network. Based on your
knowledge of routing protocols and techniques, are there any other ways to
minimize the routing table even further for this topology without filtering routes?

Step 5: Default Network Advertisement

Suppose this engineer has another branch office of her core network that is
also running EIGRP in a different autonomous system, AS 200, connected to
the FastEthernet0/0 interface on R1. However, the branch you are modeling is
completely independent of that topology and vice versa.

Based on this corporation’s new routing policies, EIGRP AS 100 only needs to
know that all traffic out of its network is forwarded to R1. The engineer queries
you as to how she could still preserve connectivity to AS 200 networks, but also
minimize her routing tables within AS 100.

What solutions would you propose?

You decide that this company’s policies match the idea of using a default route
out of the system. The default network you will configure is 172.31.0.0/16,
because this is the path to the Internet.

The IP network 0.0.0.0/0 matches all unknown destination prefixes because the
routing table acts in a classless manner. Classless routing tables use the first
match based on the longest IP subnet mask for that destination network. If the
routing table has no matches for a subnet mask greater than 0 bits for a given
destination network, the shortest subnet mask (/0) matches any of the 32 bits of
a destination network if the routing table is acting in a classless manner.

For instance, if the router does not have a route to 192.168.7.0/24, it tries to
match against any routes it has to 192.168.6.0/23, 192.168.4.0/22,
192.168.0.0/21, and so on. If it does not find any routes to destinations within
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those networks, it eventually gets to the 0.0.0.0/0 network, which matches all
destination IP addresses, and sends the packet to its “gateway of last resort.”

The ip default-network command that you will configure on R1 propagates
through the EIGRP system so that each router sees its candidate default
network as the path with shortest feasible distance to the default network
(172.31.0.0/16). Issue this command on R1.

R1# conf t
Ri(config)# ip default-network 172.31.0.0

This routes all traffic through R1 to destination networks not caught by any
other networks or subnets in the routing table to the 172.31.0.0 network. EIGRP
flags this route as the default route in advertisements to other routers. Verify
that the flag is set on updates to R2 using the show ip eigrp topology
172.31.0.0/16 command:

R2# show ip eigrp topology 172.31.0.0/16
IP-EIGRP (AS 100): Topology entry for 172.31.0.0/16
State is Passive, Query origin flag is 1, 1 Successor(s), FD is 40640000
Routing Descriptor Blocks:
192.168.100.1 (Serial0/0/0), from 192.168.100.1, Send flag is 0x0
Composite metric is (40640000/128256), Route is Internal
Vector metric:
Minimum bandwidth is 64 Kbit
Total delay is 25000 microseconds
Reliability is 255/255
Load is 1/255
Minimum MTU is 1500
Hop count is 1
Exterior flag is set

How has the routing table changed on each of your routers? Use the command
show ip route:

R1# show ip route
Codes: C - connected, S - static, R - RIP, M - mobile, B - BGP

D - EIGRP, EX - EIGRP external, O - OSPF, IA - OSPF inter area

N1 - OSPF NSSA external type 1, N2 - OSPF NSSA external type 2

E1l - OSPF external type 1, E2 - OSPF external type 2
i - I1S-1S, su - IS-1S summary, L1 - 1S-1IS level-1, L2 - IS-IS level-2
ia - IS-1IS inter area, * - candidate default, U - per-user static route
0 - ODR, P - periodic downloaded static route

Gateway of last resort is 0.0.0.0 to network 172.31.0.0

D 172.16.0.0/16 [90/41152000] via 192.168.100.2, 06:32:23, Serial0/0/0
[ 172.31.0.0/16 is variably subnetted, 2 subnets, 2 masks
C 172.31.1.0/24 is directly connected, LoopbackO
D* 172.31.0.0/16 is a summary, 00:02:04, NullO
D 192.168.200.0/24 [90/40640000] via 192.168.100.2, 05:15:46, Serial0/0/0
D 10.0.0.0/8 [90/41024000] via 192.168.100.2, 05:15:46, Serial0/0/0
192.168.100.0/24 is variably subnetted, 2 subnets, 2 masks
192.168.100.0/29 is directly connected, Serial0/0/0
192.168.100.0/24 is a summary, 05:15:56, NullO
192.168.0.0/19 [90/41152000] via 192.168.100.2, 05:00:19, Serial0/0/0

OO0

18-31 CCNP: Building Scalable Internetworks v5.0 - Lab 2-3 Copyright © 2006, Cisco Systems, Inc



R2# show ip route

Codes: C - connected, S - static, R - RIP, M - mobile, B - BGP
D - EIGRP, EX - EIGRP external, O - OSPF, IA - OSPF inter area
N1 - OSPF NSSA external type 1, N2 - OSPF NSSA external type 2
E1l - OSPF external type 1, E2 - OSPF external type 2
i - I1S-1S, su - IS-1S summary, L1 - 1S-1IS level-1, L2 - IS-IS level-2
ia - IS-1IS inter area, * - candidate default, U - per-user static route
0 - ODR, P - periodic downloaded static route

Gateway of last resort is 192.168.100.1 to network 172.31.0.0

D 172.16.0.0/16 [90/40640000] via 10.1.1.3, 04:58:38, Serial0/0/1

D* 172.31.0.0/16 [90/40640000] via 192.168.100.1, 00:00:09, Serial0/0/0

192.168.200.0/24 is variably subnetted, 8 subnets, 2 masks
192.168.200.0/30 is directly connected, Loopbackl
192.168.200.0/24 is a summary, 05:14:07, NullO
192.168.200.4/30 is directly connected, Loopback5
192.168.200.8/30 is directly connected, Loopback9
192.168.200.12/30 is directly connected, Loopbackl3
192.168.200.16/30 is directly connected, Loopbackl?7
192.168.200.20/30 is directly connected, Loopback2l
192.168.200.24/30 is directly connected, Loopback25

10.0.0.0/8 is variably subnetted, 3 subnets, 3 masks
10.1.3.0/30 [90/40640000] via 10.1.1.3, 04:58:39, Serial0/0/1
10.1.1.0/29 is directly connected, Serial0/0/1
10.0.0.0/8 is a summary, 05:14:09, NullO

192.168.100.0/24 is variably subnetted, 2 subnets, 2 masks

C 192.168.100.0/29 is directly connected, Serial0/0/0

D 192.168.100.0/24 is a summary, 05:14:09, NullO

D 192.168.0.0/19 [90/40640000] via 10.1.1.3, 04:58:40, Serial0/0/1

OO0O0O0O0O0O00O

OO0

R3# show ip route

Codes: C - connected, S - static, R - RIP, M - mobile, B - BGP
D - EIGRP, EX - EIGRP external, O - OSPF, IA - OSPF inter area
N1 - OSPF NSSA external type 1, N2 - OSPF NSSA external type 2
E1 - OSPF external type 1, E2 - OSPF external type 2
i - IS-1S, su - IS-IS summary, L1 - 1S-1S level-1, L2 - IS-1S level-2
ia - IS-1IS inter area, * - candidate default, U - per-user static route
0 - ODR, P - periodic downloaded static route

Gateway of last resort is 10.1.1.2 to network 172.31.0.0

172.16.0.0/16 is variably subnetted, 2 subnets, 2 masks
172.16.0.0/16 is a summary, 06:37:06, NullO
172.16.1.0/24 is directly connected, Loopbackl72
172.31.0.0/16 [90/41152000] via 10.1.1.2, 00:06:32, Serial0/0/1
192.168.200.0/24 [90/40640000] via 10.1.1.2, 05:20:29, Serial0/0/1
10.0.0.0/8 is variably subnetted, 3 subnets, 3 masks
10.1.3.0/30 is directly connected, Loopbackl00
10.1.1.0/29 is directly connected, Serial0/0/1
10.0.0.0/8 is a summary, 06:37:07, NullO
192.168.100.0/24 [90/41024000] via 10.1.1.2, 05:20:31, Serial0/0/1
192.168.12.0/23 is directly connected, Loopbackl3
192.168.12.0/22 is directly connected, Loopbackl3
192.168.8.0/23 is directly connected, Loopback9
192.168.8.0/22 is directly connected, Loopback9
192.168.24.0/23 is directly connected, Loopback25
192.168.24.0/22 is directly connected, Loopback25
192.168.4.0/23 is directly connected, Loopback5
192.168.4.0/22 is directly connected, Loopback5
192.168.20.0/23 is directly connected, Loopback21l
192.168.20.0/22 is directly connected, Loopback21l

*

OO0

OO0 0O0O0O0O0O0O00OO0O
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192.168.0.0/23 is directly connected, Loopbackl
192.168.0.0/22 is directly connected, Loopbackl
192.168.0.0/19 is a summary, 05:05:22, NullO
192.168.16.0/23 is directly connected, Loopbackl7
192.168.16.0/22 is directly connected, Loopbackl?7

OO0OO0O

On R1, the gateway of last resort is designated as 172.31.0.0. What routers
correspond to the IP address of the gateway of last resort on R2 and R3?

What are the benefits of introducing the routing information of the other
autonomous system into EIGRP AS 100?

What are the drawbacks of configuring the default network to propagate from
R1?

If R3 were to ping a destination network that is not reachable from this
internetwork, how far would the data travel?

Does this make the network more or less susceptible to Denial of Service (DoS)
attacks from within?

Which routers in this scenario could be overloaded by such unreachable traffic?

Always consider the benefits and drawbacks in summarization and using
default routing techniques before implementing them in an internetwork. These
tools are useful in decreasing the size of a routing table, but may have
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drawbacks as well based on your topology. For instance, auto-summarization
should not be used in topologies with discontiguous networks.

What would happen if the connection to the Internet on R1 were a subnet of the
172.16.0.0/16 network? In this case, the 172.16.0.0/16 network would be
discontiguous. With auto-summarization active, both R1 and R3 would
advertise the 172.16.0.0/16 summary to R2, which would result in severe
routing errors. In instances such as the one described, you should turn off auto-
summarization and summarize manually at proper points within your
internetwork.

Conclusion

Issue the show ip protocols command again. How has the output changed?

R1# show ip protocols
Routing Protocol is "eigrp 100"

Outgoing update filter list for all interfaces iIs not set
Incoming update filter list for all interfaces is not set
Default networks flagged in outgoing updates
Default networks accepted from incoming updates
EIGRP metric weight K1=1, K2=0, K3=1, K4=0, K5=0
EIGRP maximum hopcount 100
EIGRP maximum metric variance 1
Redistributing: eigrp 100
EIGRP NSF-aware route hold timer is 240s
Automatic network summarization is in effect
Automatic address summarization:

192.168.100.0/24 for LoopbackO

Summarizing with metric 40512000
172.31.0.0/16 for Serial0/0/0
Summarizing with metric 128256

Maximum path: 4
Routing for Networks:

172.31.0.0

192.168.100.0
Routing Information Sources:

Gateway Distance Last Update
(this router) 90 00:23:10
Gateway Distance Last Update
192.168.100.2 90 00:30:32

Distance: internal 90 external 170

Run the TCL script from Step 1 again. Are all your pings successful? Verify your
output against the TCL script output in Appendix A.

When configuring a major network change such as summarization and default
network, always test to see not only if you achieve the desired effect within your
core paths but on the outlying branches as well.

The engineer still wants to know if all of these solutions decreased the size of
the routing table as you claimed. Display the size of the routing table on R1, R2,
and R3 with the show ip route summary command you used at the end of
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Step 1. By what amount has the total routing table size decreased on each
router?

R1# show ip route summary
IP routing table name is Default-1P-Routing-Table(0)
IP routing table maximum-paths is 16

Route Source Networks Subnets Overhead Memory (bytes)
connected 0 2 144 272

static 0 0 0 0

eigrp 100 4 2 432 2856

internal 2 2312

Total 6 4 576 5440

R2# show ip route summary
IP routing table name is Default-1P-Routing-Table(0)
IP routing table maximum-paths is 16

Route Source Networks Subnets Overhead Memory (bytes)
connected 0 9 648 1224

static 0 0 0 0

eigrp 100 3 4 504 1972

internal 3 3468

Total 6 13 1152 6664

R3# show ip route summary
IP routing table name is Default-1P-Routing-Table(0)
IP routing table maximum-paths is 16

Route Source Networks Subnets Overhead Memory (bytes)
connected 14 3 1224 2312

static 0 0 0 0

eigrp 100 4 2 432 2856

internal 2 2312

Total 20 5 1656 7480

Although this may seem like a trivial amount in terms of bytes, you should
understand the principles involved and the outcome of a much more converged,
scalable routing table. Consider also that summaries cause less EIGRP Query,
Reply, Update, and ACK packets to be sent to neighbors every time an EIGRP
interface flaps. Queries can be propagated far beyond the local link and, by
default, EIGRP may consume up to 50 percent of the bandwidth with its traffic.
This could have severe repercussions on bandwidth consumption on a link.

Consider also the routing table of the Internet and how candidate default routing
within an enterprise network can help minimize routing tables by routing traffic
to a dynamically identified outbound path from a network. For enterprise-level
networks, the amount of space and CPU utilization saved in storing topology
and routing tables, and maintaining routing tables with constant changes, can
be an important method for developing a faster and more converged network.

Appendix A: TCL Script Output

R1# tclsh
Ri(tcl)#foreach address {
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+>(tc)#10.1.1.2
+>(tch)#10.1.1.3
+>(tcD#10.1.3.1
+>(tcD#172.16.1.1
+>(tcD#172.31.1.1
+>(tcl)#192.168.1.1
+>(tc#192.168.5.5
+>(tcl)#192.168.9.9
+>(tcl)#192.168.13.13
+>(tcl)#192.168.17.17
+>(tcl)#192.168.21.21
+>(tcl)#192.168.25.25
+>(tcl)#192.168.100.1
+>(tc)#192.168.200.1
+>(tc)#192.168.200.5
+>(tcl)#192.168.200.9
+>(tc)#192.168.200.13
+>(tcl)#192.168.200.17
+>(tc)#192.168.200.21
+>(tcl)#192.168.200.25
+>(tc#192.168.100.2
+>(tc)#} { ping $address }

Type escape sequence to abort.

Sending 5, 100-byte ICMP Echos to 10.1.1.2, timeout is 2 seconds:
Success rate is 100 percent (5/5), round-trip min/avg/max = 28/28/32 ms
Type escape sequence to abort.

Sending 5, 100-byte ICMP Echos to 10.1.1.3, timeout is 2 seconds:
Success rate is 100 percent (5/5), round-trip min/avg/max = 28/29/32 ms
Type escape sequence to abort.

Sending 5, 100-byte ICMP Echos to 10.1.3.1, timeout is 2 seconds:
Success rate is 100 percent (5/5), round-trip min/avg/max = 28/29/32 ms
Type escape sequence to abort.

Sending 5, 100-byte ICMP Echos to 172.16.1.1, timeout is 2 seconds:
Success rate is 100 percent (5/5), round-trip min/avg/max = 28/29/32 ms
Type escape sequence to abort.

Sending 5, 100-byte ICMP Echos to 172.31.1.1, timeout is 2 seconds:
Success rate is 100 percent (5/5), round-trip min/avg/max = 1/1/4 ms
Type escape sequence to abort.

Sending 5, 100-byte ICMP Echos to 192.168.1.1, timeout is 2 seconds:
é&éééss rate is 100 percent (5/5), round-trip min/avg/max = 28/29/32 ms
Type escape sequence to abort.

Sending 5, 100-byte ICMP Echos to 192.168.5.5, timeout is 2 seconds:
é&éééss rate is 100 percent (5/5), round-trip min/avg/max = 28/29/32 ms
Type escape sequence to abort.

Sending 5, 100-byte ICMP Echos to 192.168.9.9, timeout is 2 seconds:
é&éééss rate is 100 percent (5/5), round-trip min/avg/max = 28/29/32 ms
Type escape sequence to abort.

Sending 5, 100-byte ICMP Echos to 192.168.13.13, timeout is 2 seconds:
é&éééss rate is 100 percent (56/5), round-trip min/avg/max = 28/29/32 ms
Type escape sequence to abort.

Sending 5, 100-byte ICMP Echos to 192.168.17.17, timeout is 2 seconds:

Success rate is 100 percent (5/5), round-trip min/avg/max = 28/29/32 ms
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Type escape sequence to abort.

Sending 5, 100-byte ICMP Echos to 192.168.21.21, timeout is 2 seconds:

Success rate is 100 percent (5/5),

Type escape sequence to abort.
Sending 5, 100-byte ICMP Echos to

Success rate is 100 percent (5/5),

Type escape sequence to abort.
Sending 5, 100-byte ICMP Echos to

Success rate is 100 percent (5/5),

Type escape sequence to abort.
Sending 5, 100-byte ICMP Echos to

Success rate is 100 percent (5/5),

Type escape sequence to abort.
Sending 5, 100-byte ICMP Echos to

Success rate is 100 percent (5/5),

Type escape sequence to abort.
Sending 5, 100-byte ICMP Echos to

Success rate is 100 percent (5/5),

Type escape sequence to abort.
Sending 5, 100-byte ICMP Echos to

Success rate is 100 percent (5/5),

Type escape sequence to abort.
Sending 5, 100-byte ICMP Echos to

Success rate is 100 percent (5/5),

Type escape sequence to abort.
Sending 5, 100-byte ICMP Echos to

Success rate is 100 percent (5/5),

Type escape sequence to abort.
Sending 5, 100-byte ICMP Echos to

Success rate is 100 percent (5/5),

Type escape sequence to abort.
Sending 5, 100-byte ICMP Echos to

Success rate is 100 percent (5/5),

Ri(tch# tclquit
R1#

R2# tclsh

R2(tch)#
R2(tcl)#foreach address {
+>(tch#10.1.1.2
+>(tcl)#10.1.1.3
+>(tch)#10.1.3.1
+>(tc)#172.16.1.1
+>(tcl)#172.31.1.1
+>(tcl)#192.168.1.1
+>(tcl)#192.168.5.5
+>(tcl)#192.168.9.9
+>(tcl)#192.168.13.13
+>(tcl)#192.168.17.17
+>(tcl)#192.168.21.21
+>(tcl)#192.168.25.25
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round-trip min/avg/max =
192.168.25.25, timeout is
round-trip min/avg/max =
192.168.100.1, timeout is
round-trip min/avg/max =
192.168.200.1, timeout is
round-trip min/avg/max =
192.168.200.5, timeout is
round-trip min/avg/max =
192.168.200.9, timeout is
round-trip min/avg/max =
192.168.200.13, timeout
round-trip min/avg/max =
192.168.200.17, timeout
round-trip min/avg/max =
192.168.200.21, timeout
round-trip min/avg/max =
192.168.200.25, timeout
round-trip min/avg/max =
192.168.100.2, timeout 1is

round-trip min/avg/max =

28/29/32 ms

2 seconds:

28/29/32 ms

2 seconds:

56/57/64 ms

2 seconds:

28/28/32 ms

2 seconds:

28/28/28 ms

2 seconds:

28/28/32 ms

is 2 seconds:

28/28/32 ms

IS 2 seconds:

28/28/28 ms

is 2 seconds:

28/28/28 ms

is 2 seconds:

28/28/32 ms

2 seconds:

28/28/32 ms
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+>(tcl)#192.168.100.1
+>(tcl)#192.168.200.1
+>(tcl)#192.168.200.5
+>(tcl)#192.168.200.9
+>(tcl)#192.168.200.13
+>(tcl)#192.168.200.17
+>(tcl)#192.168.200.21
+>(tcl)#192.168.200.25
+>(tcl)#192.168.100.2
+>(tcD#} { ping $address }

Type escape sequence to abort.

Sending 5, 100-byte ICMP Echos to 10.1.1.2, timeout is 2 seconds:
Success rate is 100 percent (5/5), round-trip min/avg/max = 1/2/4 ms
Type escape sequence to abort.

Sending 5, 100-byte ICMP Echos to 10.1.1.3, timeout is 2 seconds:
Success rate is 100 percent (5/5), round-trip min/avg/max = 1/2/4 ms
Type escape sequence to abort.

Sending 5, 100-byte ICMP Echos to 10.1.3.1, timeout is 2 seconds:
Success rate is 100 percent (5/5), round-trip min/avg/max = 1/2/4 ms
Type escape sequence to abort.

Sending 5, 100-byte ICMP Echos to 172.16.1.1, timeout is 2 seconds:
Success rate is 100 percent (5/5), round-trip min/avg/max = 1/2/4 ms
Type escape sequence to abort.

Sending 5, 100-byte ICMP Echos to 172.31.1.1, timeout is 2 seconds:
Success rate is 100 percent (5/5), round-trip min/avg/max = 28/28/32 ms
Type escape sequence to abort.

Sending 5, 100-byte ICMP Echos to 192.168.1.1, timeout is 2 seconds:
Success rate is 100 percent (5/5), round-trip min/avg/max
Type escape sequence to abort.

Sending 5, 100-byte ICMP Echos to 192.168.5.5, timeout is 2 seconds:
Success rate is 100 percent (5/5), round-trip min/avg/max
Type escape sequence to abort.

Sending 5, 100-byte ICMP Echos to 192.168.9.9, timeout is 2 seconds:
Success rate is 100 percent (5/5), round-trip min/avg/max = 1/2/4 ms
Type escape sequence to abort.

Sending 5, 100-byte ICMP Echos to 192.168.13.13, timeout is 2 seconds:
é&éééss rate is 100 percent (5/5), round-trip min/avg/max = 1/2/4 ms
Type escape sequence to abort.

Sending 5, 100-byte ICMP Echos to 192.168.17.17, timeout is 2 seconds:

1/72/4 ms

1/72/4 ms

Success rate is 100 percent (5/5), round-trip min/avg/max = 1/2/4 ms
Type escape sequence to abort.

Sending 5, 100-byte ICMP Echos to 192.168.21.21, timeout is 2 seconds:
é&éééss rate is 100 percent (5/5), round-trip min/avg/max = 1/2/4 ms
Type escape sequence to abort.

Sending 5, 100-byte ICMP Echos to 192.168.25.25, timeout is 2 seconds:
é&éééss rate is 100 percent (5/5), round-trip min/avg/max = 1/2/4 ms
Type escape sequence to abort.

Sending 5, 100-byte ICMP Echos to 192.168.100.1, timeout is 2 seconds:

Success rate is 100 percent (5/5), round-trip min/avg/max = 28/28/32 ms
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Type escape sequence to abort.
Sending 5, 100-byte ICMP Echos to 192.168.200
é&éééss rate is 100 percent (6/5), round-trip
Type escape sequence to abort.

Sending 5, 100-byte ICMP Echos to 192.168.200.

Success rate is 100 percent (5/5), round-trip
Type escape sequence to abort.

Sending 5, 100-byte ICMP Echos to 192.168.200.

Success rate is 100 percent (5/5), round-trip
Type escape sequence to abort.

Sending 5, 100-byte ICMP Echos to 192.168.200.

Success rate is 100 percent (5/5), round-trip
Type escape sequence to abort.

Sending 5, 100-byte ICMP Echos to 192.168.200.

Success rate is 100 percent (5/5), round-trip
Type escape sequence to abort.

Sending 5, 100-byte ICMP Echos to 192.168.200.

Success rate is 100 percent (5/5), round-trip
Type escape sequence to abort.

Sending 5, 100-byte ICMP Echos to 192.168.200.

Success rate is 100 percent (5/5), round-trip
Type escape sequence to abort.

Sending 5, 100-byte ICMP Echos to 192.168.100.

Success rate is 100 percent (5/5), round-trip
R2(tch# tclquit
R2#

R3# tclsh
R3(tch)#foreach address {
+>(tc)#10.1.1.2
+>(tc)#10.1.1.3
+>(tc)#10.1.3.1
+>(tcl)#172.16.1.1
+>(tchH#172.31.1.1
+>(tcl)#192.168.1.1
+>(tcl)#192.168.5.5
+>(tcl)#192.168.9.9
+>(tcl)#192.168.13.13
+>(tcD#192.168.17.17
+>(tcl)#192.168.21.21
+>(tcl)#192.168.25.25
+>(tcl)#192.168.100.1
+>(tcl)#192.168.200.1
+>(tcl)#192.168.200.5
+>(tcl)#192.168.200.9
+>(tcl)#192.168.200.13
+>(tcl)#192.168.200.17
+>(tcl)#192.168.200.21
+>(tcl)#192.168.200.25
+>(tcl)#192.168.100.2
+>(tcD#} { ping $address }

Type escape sequence to abort.

.1, timeout is

min/avg/max

5, timeout is

min/avg/max

9, timeout is

min/avg/max

13, timeout

min/avg/max

17, timeout

min/avg/max

21, timeout

min/avg/max

25, timeout

min/avg/max

2, timeout 1is

min/avg/max

2 seconds:

1/1/4 ms

2 seconds:

1/1/1 ms

2 seconds:

1/1/1 ms

is 2 seconds:

1/1/4 ms

is 2 seconds:

1/1/4 ms

is 2 seconds:

1/1/1 ms

is 2 seconds:

1/1/1 ms

2 seconds:

56/57/64 ms

Sending 5, 100-byte ICMP Echos to 10.1.1.2, timeout is 2 seconds:
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Success rate is 100 percent (5/5), round-trip min/avg/max =

1/2/4 ms

Type escape sequence to abort.

Sending 5, 100-byte ICMP Echos to 10.1.1.3, timeout is 2 seconds:
Success rate is 100 percent (5/5), round-trip min/avg/max =
Type escape sequence to abort.

Sending 5, 100-byte ICMP Echos to 10.1.3.1, timeout is 2 seconds:

1/3/4 ms

Success rate is 100 percent (5/5), round-trip min/avg/max =
Type escape sequence to abort.
Sending 5, 100-byte ICMP Echos to 172.16.1.1, timeout is 2 seconds:

1/1/4 ms

Success rate is 100 percent (5/5), round-trip min/avg/max =
Type escape sequence to abort.
Sending 5, 100-byte ICMP Echos to 172.31.1.1, timeout is 2 seconds:

1/1/4 ms

Success rate is 100 percent (5/5), round-trip min/avg/max = 28/29/32 ms
Type escape sequence to abort.

Sending 5, 100-byte ICMP Echos to 192.168.1.1, timeout is 2 seconds:
s

Success rate is 100 percent (5/5), round-trip min/avg/max = 1/1/4 ms
Type escape sequence to abort.

Sending 5, 100-byte ICMP Echos to 192.168.5.5, timeout is 2 seconds:
s

Success rate is 100 percent (5/5), round-trip min/avg/max = 1/1/1 ms
Type escape sequence to abort.

Sending 5, 100-byte ICMP Echos to 192.168.9.9, timeout is 2 seconds:
s

Success rate is 100 percent (5/5), round-trip min/avg/max = 1/1/4 ms

Type escape sequence to abort.

Sending 5, 100-byte ICMP Echos to 192.168.13.13, timeout is 2 seconds:

é&éééss rate is 100 percent (5/5), round-trip min/avg/max =
Type escape sequence to abort.
Sending 5, 100-byte ICMP Echos to 192.168.17.17, timeout is

1/1/1 ms

2 seconds:
Success rate is 100 percent (5/5), round-trip min/avg/max =
Type escape sequence to abort.

Sending 5, 100-byte ICMP Echos to 192.168.21.21, timeout is
Success rate is 100 percent (5/5), round-trip min/avg/max =
Type escape sequence to abort.

Sending 5, 100-byte ICMP Echos to 192.168.25.25, timeout is
Success rate is 100 percent (5/5), round-trip min/avg/max =
Type escape sequence to abort.

Sending 5, 100-byte ICMP Echos to 192.168.100.1, timeout is
é&éééss rate is 100 percent (5/5), round-trip
Type escape sequence to abort.

Sending 5, 100-byte ICMP Echos to 192.168.200.1, timeout is
é&éééss rate is 100 percent (5/5), round-trip
Type escape sequence to abort.

Sending 5, 100-byte ICMP Echos to 192.168.200.5, timeout is

1/1/4 ms
2 seconds:
1/71/1 ms
2 seconds:
1/1/74 ms
2 seconds:
min/avg/max = 28/29/32 ms
2 seconds:
min/avg/max = 1/2/4 ms
2 seconds:

Success rate is 100 percent (5/5), round-trip
Type escape sequence to abort.
Sending 5, 100-byte ICMP Echos to 192.168.200.9, timeout is

min/avg/max = 1/2/4 ms

2 seconds:
Success rate is 100 percent (5/5), round-trip
Type escape sequence to abort.

min/avg/max = 1/2/4 ms
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Sending 5, 100-byte ICMP Echos to 192.168.200.13, timeout is 2 seconds:
Success rate is 100 percent (5/5), round-trip min/avg/max = 1/2/4 ms
Type escape sequence to abort.

Sending 5, 100-byte ICMP Echos to 192.168.200.17, timeout is 2 seconds:
Success rate is 100 percent (5/5), round-trip min/avg/max = 1/2/4 ms
Type escape sequence to abort.

Sending 5, 100-byte ICMP Echos to 192.168.200.21, timeout is 2 seconds:
Success rate is 100 percent (5/5), round-trip min/avg/max = 1/2/4 ms
Type escape sequence to abort.

Sending 5, 100-byte ICMP Echos to 192.168.200.25, timeout is 2 seconds:
Success rate is 100 percent (5/5), round-trip min/avg/max = 1/2/4 ms
Type escape sequence to abort.

Sending 5, 100-byte ICMP Echos to 192.168.100.2, timeout is 2 seconds:
Success rate is 100 percent (5/5), round-trip min/avg/max = 1/2/4 ms
R3(tch# tclquit

R3#

Appendix B: Analyzing Major Networks

The output of the show ip route command in this scenario is somewhat
complicated, but useful for you to understand since you will see similar output in
production networks. This output involves both subnets and supernets as well
as the major networks themselves as group headings.

R1# show ip route
<output omitted>

Gateway of last resort is not set

172.16.0.0/24 is subnetted, 1 subnets
D 172.16.1.0 [90/41152000] via 192.168.100.2, 00:10:31, Serial0/0/0
172.31.0.0/24 is subnetted, 1 subnets
172.31.1.0 is directly connected, LoopbackO
192.168.200.0/30 is subnetted, 7 subnets
192.168.200.0 [90/40640000] via 192.168.100.2, 00:11:14, Serial0/0/0
192.168.200.4 [90/40640000] via 192.168.100.2, 00:11:14, Serial0/0/0
192.168.200.8 [90/40640000] via 192.168.100.2, 00:11:14, Serial0/0/0
192.168.200.12 [90/40640000] via 192.168.100.2, 00:11:15, Serial0/0/0
192.168.200.16 [90/40640000] via 192.168.100.2, 00:11:15, Serial0/0/0
192.168.200.20 [90/40640000] via 192.168.100.2, 00:11:15, Serial0/0/0
192.168.200.24 [90/40640000] via 192.168.100.2, 00:11:15, Serial0/0/0
10.0.0.0/8 is variably subnetted, 2 subnets, 2 masks
10.1.3.0/30 [90/41152000] via 192.168.100.2, 00:10:32, Serial0/0/0
10.1.1.0/29 [90/41024000] via 192.168.100.2, 00:10:39, Serial0/0/0
192.168.100.0/29 is subnetted, 1 subnets
192.168.100.0 is directly connected, Serial0/0/0
192.168.12.0/23 [90/41152000] via 192.168.100.2, 00:10:32, Serial0/0/0
192.168.8.0/23 [90/41152000] via 192.168.100.2, 00:10:32, Serial0/0/0
192.168.24.0/23 [90/41152000] via 192.168.100.2, 00:10:32, Serial0/0/0
192.168.4.0/23 [90/41152000] via 192.168.100.2, 00:10:32, Serial0/0/0
192.168.20.0/23 [90/41152000] via 192.168.100.2, 00:10:32, Serial0/0/0
192.168.0.0/23 [90/41152000] via 192.168.100.2, 00:10:33, Serial0/0/0
192.168.16.0/23 [90/41152000] via 192.168.100.2, 00:10:33, Serial0/0/0

lvlviviviwilwlw) (@]
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Notice that the output of the show ip route command displays all subnets of a
given major network grouped by major network:
e 10.0.0.0/8
172.16.0.0/16
172.31.0.0/16
192.168.100.0/24
192.168.200.0/24

Each /23 supernet consists of two major networks combined into one /23. For
example, the 192.168.0.0/23 network covers the major network 192.168.0.0/24
and the major network 192.168.1.0/24.

You may wonder why do 172.16.0.0/24, 172.31.0.0/24, 192.168.100.0/30, and
192.168.200.0/29 appear as group headings with longer masks than the
classful mask.

When you subnet a major network into subnets that all have the same mask
and advertise those networks to a router, the routing table simply decides that it
will do all lookups for that major network in a classless way using the mask
provided. The routing table is not expecting any variable-length subnet masks
(VLSMs) for those major networks because it has not yet learned of any.
Therefore, the headings listed above display as the headings in the routing
table.

Analyze the output of the show ip route command as follows:

e The 172.16.0.0/24 indicates that the 172.16.0.0/16 major network is only
divided into subnets of 24-bit masks.

e The 172.31.0.0/24 indicates that the 172.31.0.0/16 major network is only
divided into subnets of 24-bit masks.

e The 192.168.100.0/30 indicates that the 192.168.100.0/24 major network
is only divided into subnets of 24-bit masks.

e The 192.168.200.0/29 indicates that the 192.168.200.0/24 major network
is only divided into subnets of 29-bit masks.

You should not observe this behavior with the 10.0.0.0/8 network because R1's
routing table has had subnets installed with VLSMs within that major network.
Because R1 cannot generalize its destination prefixes for the 10.0.0.0/8
network, it forces the subnet into VLSM mode and shows it as “variably
subnetted.”

Final Configurations

R1# show run
1
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hostname R1

1

interface LoopbackO

ip address 172.31.1.1 255.255.255.0
1

interface Serial0/0/0

bandwidth 64

ip address 192.168.100.1 255.255.255.248
clock rate 64000

no shutdown

1
router eigrp 100

network 172.31.0.0

network 192.168.100.0

auto-summary

1

ip default-network 172.31.0.0
1

end

R2# show run

ﬁostname R2

!

interface Loopbackl

ip address 192.168.200.1 255.255.255.252
1

interface Loopback5

ip address 192.168.200.5 255.255.255.252
1

interface Loopback9

ip address 192.168.200.9 255.255.255.252
!

interface Loopbackl3

ip address 192.168.200.13 255.255.255.252
1

interface Loopbackl7

ip address 192.168.200.17 255.255.255.252
!

interface Loopback21

ip address 192.168.200.21 255.255.255.252
1

interface Loopback?25

ip address 192.168.200.25 255.255.255.252
1

interface Serial0/0/0

bandwidth 64

ip address 192.168.100.2 255.255.255.248
no shutdown

1

interface Serial0/0/1

bandwidth 64

ip address 10.1.1.2 255.255.255.248
clockrate 64000

no shutdown

1
router eigrp 100

network 10.0.0.0

network 192.168.100.0

network 192.168.200.0

auto-summary

1
end
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R3# show run
1

Hostname R3
1
interface Loopbackl
ip address 192.168.1.1 255.255.254.0

interface Loopback5
ip address 192.168.5.5 255.255.254.0

interface Loopback9
ip address 192.168.9.9 255.255.254.0

interface Loopbackl3

ip address 192.168.13.13 255.255.254.0

interface Loopbackl7

ip address 192.168.17.17 255.255.254.0

interface Loopback2l

ip address 192.168.21.21 255.255.254.0

interface Loopback25

ip address 192.168.25.25 255.255.254.0

interface Loopbackl100
ip address 10.1.3.1 255.255.255.252

interface Loopbackl172
ip address 172.16.1.1 255.255.255.0

interface Serial0/0/1
bandwidth 64
ip address 10.1.1.3 255.255.255.248

ip summary-address eigrp 100 192.168.0.0 255.255.224.0 5

clock rate 2000000

1

router eigrp 100

network 10.0.0.0

network 172.16.0.0

network 192.168.0.0 0.0.31.255
auto-summary

1

end
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Lab 2-4a EIGRP Frame Relay Hub and Spoke: Router Used As Frame
Switch

Learning Objectives
Review basic configuration of EIGRP on a serial interface

[ )
e Configure the bandwidth-percent command
e Configure EIGRP over Frame Relay hub and spoke
e Use EIGRP in non-broadcast mode
¢ Enable EIGRP manual summarization in topologies with discontiguous major
networks
Topology
Loopback1: 10.2.1.1/19
Loopback33: 10.2,33.33/19
Loopback65: 10.2.65.65/19
Loopback97: 10.2.97.97/19
EastBranch | | opback129: 10.2.129.129/19
Loopback161: 10.2.161.161/19
S0/0/1
172.16.124.0/29 DCE
2
Headquarters S0/0/1

Loopbacki: 10.1.1.1/19
Loopback33: 10.1.33.33/19
Loopback65: 10.1.65.65/19
Loopbackd7: 10.1.97.97/19

Loopback129: 10.1.129.129/19
Loopback161: 10.1.161.161/19

50/0/0

West Branch Loopback1: 10.3.1.1/19
Loopback33: 10.3.33.33/19
Loopback65: 10.3.65.65/19
Loopback97: 10.3.97.97/19

Loopback129: 10.3.129.129/19

Loopback161: 10.3.161.161/19

Note: Given the diversity of router models and the differing naming conventions for
serial interfaces (S0, S0/0, S0/0/0), the interface numbers on your devices will probably
differ from those in the topology diagram. The same is true for which side of the link is
DCE or DTE. You should always draw your network diagram to reflect your topology. If
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you are uncertain which side of the connection is DCE, use the show controllers serial
<interface #> command:

HQ#show controllers serial0/0/0
Interface Serial0/0/0

Hardware is GT96K

DCE V.35, clock rate 2000000

Scenario

You are responsible for configuring and testing the new network that connects
your company’s headquarters and east and west branches. The three locations
are connected over hub-and-spoke Frame Relay, using the company
headquarters as the hub. Model each branch office’s network with multiple
loopback interfaces on each router, and configure EIGRP to allow full
connectivity between all departments.

To simulate the Frame Relay WAN connections, use a router with three serial
ports configured as a frame switch. The router configuration is described in
Step 2.

Note: If your site uses an Adtran Atlas to simulate Frame Relay, use Lab 2.4b
to complete this exercise.

Step 1: Addressing

Using the addressing scheme in the diagram, apply IP addresses to the
loopback interfaces on HQ, East, and West. You may paste the following
configurations into your routers to begin. You must be in configuration mode
when you do this.

HQ:
!

interface Loopbackl

ip address 10.1.1.1 255.255.224.0
interface Loopback33

ip address 10.1.33.1 255.255.224.0
interface Loopback65

ip address 10.1.65.1 255.255.224.0
interface Loopback97

ip address 10.1.97.1 255.255.224.0
interface Loopbackl129

ip address 10.1.129.1 255.255.224.0
interface Loopbackl161

ip address 10.1.161.1 255.255.224.0
1

end
East:
!
interface Loopbackl
ip address 10.2.1.1 255.255.224.0
interface Loopback33

ip address 10.2.33.1 255.255.224.0
interface Loopback65
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ip address 10.2.65.1 255.255.224_.0
interface Loopback97

ip address 10.2.97.1 255.255.224.0
interface Loopbackl129

ip address 10.2.129.1 255.255.224.0
interface Loopbackl61l

ip address 10.2.161.1 255.255.224.0
1
end

West:

1

interface Loopbackl

ip address 10.3.1.1 255.255.224.0
interface Loopback33

ip address 10.3.33.1 255.255.224.0
interface Loopback65

ip address 10.3.65.1 255.255.224.0
interface Loopback97

ip address 10.3.97.1 255.255.224.0
interface Loopbackl129

ip address 10.3.129.1 255.255.224.0
interface Loopbackl6l

ip address 10.3.161.1 255.255.224.0
1
end

For now, the IP address is the only configuration on the serial interfaces. Leave
the serial interfaces with their default encapsulation (HDLC). This will change in

Step 3.

Step 2: Configuring the Frame Relay Switch

To use a fourth Cisco router with three serial interfaces as a Frame Relay
switch, cable the routers according to the diagram. Paste the following
configuration into the router (depending on which equipment you have, the

interface numbers may be different).

hostname FRS
1

frame-relay switching
1

interface Serial0/0/0

description FR to HQ

encapsulation frame-relay

clock rate 128000

frame-relay Imi-type cisco

frame-relay intf-type dce

frame-relay route 102 interface Serial0/0/1 201
frame-relay route 103 interface Serial0/1/0 301
no shutdown

1

interface Serial0/0/1

description FR to East

no ip address

encapsulation frame-relay

clock rate 64000

frame-relay Imi-type cisco

frame-relay intf-type dce
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frame-relay route 201 interface Serial0/0/0 102

no shutdown
1

interface Serial0/1/0

description FR to West

no ip address

encapsulation frame-relay

clock rate 64000

frame-relay Imi-type cisco

frame-relay intf-type dce

frame-relay route 301 interface Serial0/0/0 103

no shutdown
1

end
Step 3: Configuring the Frame Relay Endpoints

You will be configuring HQ to be the Frame Relay hub, with East and West as
the spokes. Check the topology diagram for the data-link connection identifiers
(DLCIs) to use in the Frame Relay maps. Turn Frame Relay Inverse Address
Resolution Protocol (INARP) off for all interfaces. Configure all Frame Relay
interfaces as physical interfaces.

Inverse ARP allows a Frame Relay network to discover the IP address
associated with the virtual circuit. This is sometimes a desirable trait in a
production network. However, in the lab, we turn Inverse ARP off to limit the
number of dynamic DLCIs that are created.

First, enter the configuration menu for that interface in global configuration
mode and assign it an IP address using the ip address command. Assign the
Frame Relay subnet to be 172.16.124.0 /29. The fourth octet of the IP address
is the router number (HQ=1, East=2, West=3).

Next, enable Frame Relay encapsulation using the interface configuration
command encapsulation frame-relay. Disable Frame Relay Inverse ARP with
the no frame-relay inverse-arp command. Finally, map the other IPs in the
subnet to DLCIs, using the frame-relay map ip address dici broadcast
command. The broadcast keyword is important because, without it, EIGRP
hello packets are not sent through the Frame Relay cloud. Do not forget to bring
up your interfaces with the no shutdown command.

HQ# conf t

HQ(config)# interface serial 0/0/1

HQ(config-if)# ip address 172.16.124.1 255.255.255.248
HQ(config-if)# encapsulation frame-relay

HQ(config-if)# no frame-relay inverse-arp

HQ(config-if)# frame-relay map ip 172.16.124_.2 102 broadcast
HQ(config-if)# frame-relay map ip 172.16.124.3 103 broadcast
HQ(config-if)# no shutdown

East# conf t

East(config)# interface serial 0/0/1

East(config-if)# ip address 172.16.124.2 255.255_255.248
East(config-if)# encapsulation frame-relay
East(config-if)# no frame-relay inverse-arp
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East(config-if)# frame-relay map ip 172.16.124_.1 201 broadcast
East(config-if)# frame-relay map ip 172.16.124.3 201 broadcast
East(config-if)# no shutdown

West# conf t

West(config)# interface serial 0/0/0

West(config-if)# Ip address 172.16.124_.3 255.255.255.248
West(config-if)# no frame-relay inverse-arp

West(config-if)# encapsulation frame-relay

West(config-if)# frame-relay map ip 172.16.124.1 301 broadcast
West(config-if)# frame-relay map ip 172.16.124_.2 301 broadcast
West(config-if)# clock rate 64000

West(config-if)# no shutdown

Note that you have not yet configured the bandwidth parameter on these serial
links, as you did in Lab 2.2. This will be done in Step 4.

Verify that you have connectivity across the Frame Relay network by pinging
the remote routers from each of the Frame Relay endpoints. Using the
configuration above, you will find that you cannot ping your own local interface.
For instance, ping 172.16.124.1 from HQ:

HQ# ping 172.16.124.1
Type escape sequence to abort.
Sending 5, 100-byte ICMP Echos to 172.16.124.1, timeout is 2 seconds:

Success rate is 0 percent (0/5)

The only interface your Frame Relay interface is unable to communicate with is
itself. This is not a significant problem in Frame Relay networks, but you could
map the local IP address to be forwarded out a permanent virtual circuit (PVC).
The remote router at the other end of the PVC can then forward it back based
on its Frame Relay map statements. This solution is so that the TCL scripts we
use for testing return successful echo replies under all circumstances. You do
not need the broadcast keyword on this DLCI, because it is not important to
forward broadcast and multicast packets (such as EIGRP Hellos) to your own
interface.

Implement the local mappings as follows:
HQ(config-if)# frame-relay map ip 172.16.124.1 102

East(config-if)# frame-relay map ip 172.16.124.2 201

West(config-if)# frame-relay map ip 172.16.124.3 301

HQ now forwards packets destined for 172.16.124.1 first to 172.16.124.2 and
then back. In a production network in which a company is billed based on per-
PVC usage, this is not a preferred configuration. However, in your lab network,
this helps ensure full ICMP connectivity in your TCL scripts.

For more information about this behavior of Frame Relay, see the following
FAQ page:
http://www.cisco.com/warp/public/116/fr_faq.pdf
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Step 4: Setting Interface-Level Bandwidth

On the three routers, set the Frame Relay serial interface bandwidth with the
interface-level command bandwidth bandwidth, specifying the bandwidth in
kilobits per second. For HQ, use 128 kbps. On East and West, use 64 kbps.

Recall from Lab 2.1 that, by default, EIGRP limits its bandwidth usage to 50
percent of the value specified by the bandwidth parameter. The default
bandwidth for a serial interface is 1544 kbps.

Over multipoint Frame Relay interfaces, EIGRP limits its EIGRP traffic to a total
of 50 percent of the bandwidth value. This means that each neighbor for which
this is an outbound interface has a traffic limit of a fraction of that 50 percent,
represented by 1/N, where N is the number of neighbors out that interface.

HQ(config)# interface serial 0/0/1
HQ(config-if)# bandwidth 128

East(config)# interface serial 0/0/1
East(config-if)# bandwidth 64

West(config)# interface serial 0/0/0
West(config-if)# bandwidth 64

HQ'’s serial interface divides its total EIGRP bandwidth into the fractional
amounts according to the number of neighbors out that interface.

How much bandwidth on Serial 0/0/1 on HQ is reserved for EIGRP traffic to
East?

You can control both the bandwidth parameter and the EIGRP bandwidth
percentage on a per-interface basis. On HQ, limit the bandwidth used by
EIGRP to 40 percent without changing the bandwidth parameter on the
interface. You can accomplish this with the interface-level command ip
bandwidth-percent eigrp as_number percent:

HQ(config-if)# ip bandwidth-percent eigrp 1 40

Step 5: Configuring EIGRP

Configure EIGRP AS 1 on HQ, East, and West. First use the global
configuration mode command router eigrp as_number to get the EIGRP
configuration prompt.
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The network represented in the diagram is a discontiguous network (10.0.0.0/8)
configured on all three of the routers. If you turned on auto-summarization, HQ
sends and receives summaries for 10.0.0.0/8 from both East and West. Auto
summarization provokes considerable routing disruptions in the network,
because HQ does not know which of the two spokes is the correct destination
for subnets of 10.0.0.0/8. For this reason, turn off auto-summarization on each
router.

Add your network statements to EIGRP. The two major networks we are using
here are network 10.0.0.0 for the loopbacks, and network 172.16.0.0 for the
Frame Relay cloud. Perform this configuration on all three routers.

HQ(config)# router eigrp 1
HQ(config-router)# network 10.0.0.0
HQ(config-router)# network 172.16.0.0
HQ(config-router)# no auto-summary

East(config)# router eigrp 1
East(config-router)# network 10.0.0.0
East(config-router)# network 172.16.0.0
East(config-router)# no auto-summary

West(config)# router eigrp 1
West(config-router)# network 10.0.0.0
West(config-router)# network 172.16.0.0
West(config-router)# no auto-summary

Issue the show ip eigrp topology command on East:

East# show ip eigrp topology
IP-EIGRP Topology Table for AS(1)/1D(172.16.124.2)

Codes: P - Passive, A - Active, U - Update, Q - Query, R - Reply,
r - reply Status, s - sia Status

P 10.2.0.0/19, 1 successors, FD is 128256

via Connected, Loopbackl
P 10.1.0.0/19, 1 successors, FD is 40640000

via 172.16.124.1 (40640000/128256), Serial0/0/1
P 10.2.32.0/19, 1 successors, FD is 128256

via Connected, Loopback33
P 10.1.32.0/19, 1 successors, FD is 40640000

via 172.16.124.1 (40640000/128256), Serial0/0/1
P 10.2.64.0/19, 1 successors, FD is 128256

via Connected, Loopback65
P 10.1.64.0/19, 1 successors, FD is 40640000

via 172.16.124.1 (40640000/128256), Serial0/0/1
P 10.2.96.0/19, 1 successors, FD is 128256

via Connected, Loopback97
P 10.1.96.0/19, 1 successors, FD is 40640000

via 172.16.124.1 (40640000/128256), Serial0/0/1
P 10.2.128.0/19, 1 successors, FD is 128256

via Connected, Loopback129
P 10.1.128.0/19, 1 successors, FD is 40640000

via 172.16.124.1 (40640000/128256), Serial0/0/1
P 10.2.160.0/19, 1 successors, FD is 128256

via Connected, Loopbackl61l
P 10.1.160.0/19, 1 successors, FD is 40640000

via 172.16.124.1 (40640000/128256), Serial0/0/1
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P 172.16.124.0/29, 1 successors, FD is 40512000
via Connected, Serial0/0/1
East#

Which networks are missing from the topology database?

What do you suspect as being responsible for this problem?

Router 1 needs the no ip split-horizon eigrp as_number command on its
serial Frame Relay interface. This command disables split horizon for an
EIGRP autonomous system. If split horizon is enabled (the default), route
advertisements from East to HQ do not travel to West and vice versa, as shown
in the above output.

HQ(config)# interface serial 0/0/1
HQ(conFig-if)# no ip split-horizon eigrp 1

Verify that you see the correct EIGRP adjacencies with the show ip eigrp
neighbors command:

HQ# show ip eigrp neighbors
IP-EIGRP neighbors for process 1

H Address Interface Hold Uptime SRTT RTO Q Seq
(sec) (ms) Cnt Num

1 172.16.124.2 Se0/0/1 176 00:00:05 1588 5000 O 6

0 172.16.124.3 Se0/0/1 176 00:00:05 23 1140 0O 6

East# show ip eigrp neighbors
IP-EIGRP neighbors for process 1

H Address Interface Hold Uptime SRTT RTO Q Seq
(sec) (ms) Cnt Num
0 172.16.124.1 Se0/0/1 129 00:00:52 20 2280 0 20

West# show ip eigrp neighbors
IP-EIGRP neighbors for process 1

H Address Interface Hold Uptime SRTT RTO Q Seq
(sec) (ms) Cnt Num
0 172.16.124.1 Se0/0/0 176 00:00:55 20 2280 O 13

Verify that you have IP routes on all three routers for the entire topology with
the show ip route command:
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HQ# show ip route
<output omitted>

172.16.0.0/29 is subnetted, 1 subnets

C 172.16.124.0 is directly connected, Serial0/0/1

10.0.0.0/19 is subnetted, 18 subnets
D 10.2.0.0 [90/20640000] via 172.16.124.2, 00:04:36, Serial0/0/1
D 10.3.0.0 [90/20640000] via 172.16.124.3, 00:04:20, Serial0/0/1
C 10.1.0.0 is directly connected, Loopbackl
D 10.2.32.0 [90/20640000] via 172.16.124.2, 00:04:36, Serial0/0/1
D 10.3.32.0 [90/20640000] via 172.16.124.3, 00:04:20, Serial0/0/1
C 10.1.32.0 is directly connected, Loopback33
D 10.2.64.0 [90/20640000] via 172.16.124.2, 00:04:37, Serial0/0/1
D 10.3.64.0 [90/20640000] via 172.16.124.3, 00:04:21, Serial0/0/1
C 10.1.64.0 is directly connected, Loopback65
D 10.2.96.0 [90/20640000] via 172.16.124.2, 00:04:37, Serial0/0/1
D 10.3.96.0 [90/20640000] via 172.16.124.3, 00:04:21, Serial0/0/1
C 10.1.96.0 is directly connected, Loopback97
D 10.2.128.0 [90/20640000] via 172.16.124.2, 00:04:37, Serial0/0/1
D 10.3.128.0 [90/20640000] via 172.16.124.3, 00:04:21, Serial0/0/1
C 10.1.128.0 is directly connected, Loopbackl29
D 10.2.160.0 [90/20640000] via 172.16.124.2, 00:04:37, Serial0/0/1
D 10.3.160.0 [90/20640000] via 172.16.124.3, 00:04:21, Serial0/0/1
C 10.1.160.0 is directly connected, Loopbackl61

East# show ip route
<output omitted>

172.16.0.0/29 is subnetted, 1 subnets

C 172.16.124.0 is directly connected, Serial0/0/1

10.0.0.0/19 is subnetted, 18 subnets
C 10.2.0.0 is directly connected, Loopbackl
D 10.3.0.0 [90/41152000] via 172.16.124.1, 00:01:31, Serial0/0/1
D 10.1.0.0 [90/40640000] via 172.16.124.1, 00:07:12, Serial0/0/1
C 10.2.32.0 is directly connected, Loopback33
D 10.3.32.0 [90/41152000] via 172.16.124.1, 00:01:31, Serial0/0/1
D 10.1.32.0 [90/40640000] via 172.16.124.1, 00:07:13, Serial0/0/1
C 10.2.64.0 is directly connected, Loopback65
D 10.3.64.0 [90/41152000] via 172.16.124.1, 00:01:32, Serial0/0/1
D 10.1.64.0 [90/40640000] via 172.16.124.1, 00:07:13, Serial0/0/1
C 10.2.96.0 is directly connected, Loopback97
D 10.3.96.0 [90/41152000] via 172.16.124.1, 00:01:32, Serial0/0/1
D 10.1.96.0 [90/40640000] via 172.16.124.1, 00:07:13, Serial0/0/1
C 10.2.128.0 is directly connected, Loopback129
D 10.3.128.0 [90/41152000] via 172.16.124.1, 00:01:32, Serial0/0/1
D 10.1.128.0 [90/40640000] via 172.16.124.1, 00:07:13, Serial0/0/1
C 10.2.160.0 is directly connected, Loopbackl61
D 10.3.160.0 [90/41152000] via 172.16.124.1, 00:01:32, Serial0/0/1
D 10.1.160.0 [90/40640000] via 172.16.124.1, 00:07:13, Serial0/0/1

West# show ip route
<output omitted>

172.16.0.0/29 is subnetted, 1 subnets

C 172.16.124.0 is directly connected, Serial0/0/0

10.0.0.0/19 is subnetted, 18 subnets
D 10.2.0.0 [90/41152000] via 172.16.124.1, 00:02:00, Serial0/0/0
C 10.3.0.0 is directly connected, Loopbackl
D 10.1.0.0 [90/40640000] via 172.16.124.1, 00:07:41, Serial0/0/0
D 10.2.32.0 [90/41152000] via 172.16.124.1, 00:02:00, Serial0/0/0
C 10.3.32.0 is directly connected, Loopback33
D 10.1.32.0 [90/40640000] via 172.16.124.1, 00:07:43, Serial0/0/0
D 10.2.64.0 [90/41152000] via 172.16.124.1, 00:02:01, Serial0/0/0
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-64.0 is directly connected, Loopback65

.64.0 [90/40640000] via 172.16.124.1, 00:07:43, Serial0/0/0
.96.0 [90/41152000] via 172.16.124.1, 00:02:01, Serial0/0/0
.96.0 is directly connected, Loopback97

.96.0 [90/40640000] via 172.16.124.1, 00:07:43, Serial0/0/0
.128.0 [90/41152000] via 172.16.124.1, 00:02:01, Serial0/0/0
-128.0 is directly connected, Loopback129

-128.0 [90/40640000] via 172.16.124.1, 00:07:43, Serial0/0/0
.160.0 [90/41152000] via 172.16.124.1, 00:02:01, Serial0/0/0
-160.0 is directly connected, Loopbackl61l

.160.0 [90/40640000] via 172.16.124.1, 00:07:43, Serial0/0/0

violvivieolviwvieolwiwie
H
o
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Run the following TCL script on all routers to verify full connectivity:

foreach address {
10.1.1.1
10.1.33.1
10.1.65.1
10.1.97.1
10.1.129.1
10.1.161.1
172.16.124.1
10.2.1.1
10.2.33.1
10.2.65.1
10.2.97.1
10.2.129.1
10.2.161.1
172.16.124.2
10.3.1.1
10.3.33.1
10.3.65.1
10.3.97.1
10.3.129.1
10.3.161.1
172.16.124.3
} { ping $address }

NNNNNDN

If you have never used TCL scripts or need a refresher, see the TCL lab in the
routing module.

You get ICMP echo replies for every address pinged. Make sure you run the
TCL script on each router and get the same output in Appendix A before you
continue with the lab.

Step 6: Using Non-broadcast EIGRP Mode

Currently, we are using EIGRP in its default mode, which multicasts packets to
the link-local address 224.0.0.10. However, not all Frame Relay configurations
support multicast. EIGRP supports unicasts to remote destinations using non-
broadcast mode on a per-interface basis. If you are familiar with RIPv2, this
mode is analogous to configuring RIPv2 with a passive interface and statically
configuring neighbors out that interface.
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To implement this functionality, do the following:

HQ(config)# router eigrp 1
HQ(config-router)# neighbor 172.16.124.2 serial 0/0/1
HQ(config-router)# neighbor 172.16.124.3 serial 0/0/1

East(config)# router eigrp 1
East(config-router)# neighbor 172.16.124.1 serial 0/0/1

West(config)# router eigrp 1
West(config-router)# neighbor 172.16.124_.1 serial 0/0/0

HQ now has two neighbor statements, and the other two routers have one.
Once you configure neighbor statements for a given interface, EIGRP
automatically stops multicasting packets out that interface and starts unicasting
packets instead. You can verify that all your changes have worked with the
show ip eigrp neighbors command:

HQ# show ip eigrp neighbors
IP-EIGRP neighbors for process 1

H Address Interface Hold Uptime SRTT RTO Q Seq
(sec) (ms) Cnt Num

1 172.16.124.2 Se0/0/1 153 00:00:28 65 390 0 9

0 172.16.124.3 Se0/0/1 158 00:00:28 1295 5000 O 9

East# show ip eigrp neighbors
IP-EIGRP neighbors for process 1

H Address Interface Hold Uptime SRTT RTO Q Seq
(sec) (ms) Cnt Num
0 172.16.124.1 Se0/0/1 146 00:02:19 93 558 0 15

West# show ip eigrp neighbors
IP-EIGRP neighbors for process 1

H Address Interface Hold Uptime SRTT RTO Q Seq
(sec) (ms) Cnt Num
0 172.16.124.1 Se0/0/0 160 00:03:00 59 354 0 15

Step 7: Implementing EIGRP Manual Summarization

Implement EIGRP manual summarization on each of the routers. Each router
should advertise only one network summarizing all of its loopbacks. Using the
commands you learned in EIGRP Lab 2.3, configure the summary address on
the serial interfaces.

What is the length of the network mask that is used to summarize all the
loopbacks on each router?

Look at the simplified EIGRP topology table on each router using the show ip
eigrp topology command:

HQ#show ip eigrp topology
IP-EIGRP Topology Table for AS(1)/1D(10.1.12.1)
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Codes: P - Passive, A - Active, U - Update, Q - Query, R - Reply,
r - reply Status, s - sia Status

P 10.2.0.0/16, 1 successors, FD is 2297856
via 172.16.124.2 (2297856/128256), Serial0/0/1
P 10.3.0.0/16, 1 successors, FD is 2297856
via 172.16.124.3 (2297856/128256), Serial0/0/1
P 10.1.0.0/16, 1 successors, FD is 128256
via Summary (128256/0), NullO
P 10.1.0.0/19, 1 successors, FD is 128256
via Connected, Loopbackl
P 10.1.32.0/19, 1 successors, FD is 128256
via Connected, Loopback33
P 10.1.64.0/19, 1 successors, FD is 128256
via Connected, Loopback65
P 10.1.96.0/19, 1 successors, FD is 128256
via Connected, Loopback97
P 10.1.128.0/19, 1 successors, FD is 128256
via Connected, Loopbackl29
P 10.1.160.0/19, 1 successors, FD is 128256
via Connected, Loopbackl6l
P 172.16.124.0/29, 1 successors, FD is 2169856
via Connected, Serial0/0/1

East#show ip eigrp topology
IP-EIGRP Topology Table for AS(1)/1D(10.2.161.1)

Codes: P - Passive, A - Active, U - Update, Q - Query, R - Reply,
r - reply Status, s - sia Status

P 10.2.0.0/16, 1 successors, FD is 128256
via Summary (128256/0), NullO

P 10.2.0.0/19, 1 successors, FD is 128256
via Connected, Loopbackl

P 10.3.0.0/16, 1 successors, FD is 2809856
via 172.16.124_.1 (2809856/2297856), Serial0/0/1

P 10.1.0.0/16, 1 successors, FD is 2297856
via 172.16.124.1 (2297856/128256), Serial0/0/1

P 10.2.32.0/19, 1 successors, FD is 128256
via Connected, Loopback33

P 10.2.64.0/19, 1 successors, FD is 128256
via Connected, Loopback65

P 10.2.96.0/19, 1 successors, FD is 128256
via Connected, Loopback97

P 10.2.128.0/19, 1 successors, FD is 128256
via Connected, Loopback129

P 10.2.160.0/19, 1 successors, FD is 128256
via Connected, Loopbackl61l

P 172.16.124.0/29, 1 successors, FD is 2169856
via Connected, Serial0/0/1

East#

West# show ip eigrp topology
IP-EIGRP Topology Table for AS(1)/1D(172.16.124.3)

Codes: P - Passive, A - Active, U - Update, Q - Query, R - Reply,
r - reply Status, s - sia Status

P 10.2.0.0/16, 1 successors, FD is 2809856

via 172.16.124_.1 (2809856/2297856), Serial0/0/0
P 10.3.0.0/16, 1 successors, FD is 128256

via Summary (128256/0), NullO
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P 10.3.0.0/19, 1 successors, FD is 128256
via Connected, Loopbackl

P 10.1.0.0/16, 1 successors, FD is 2297856
via 172.16.124.1 (2297856/128256), Serial0/0/0

P 10.3.32.0/19, 1 successors, FD is 128256
via Connected, Loopback33

P 10.3.64.0/19, 1 successors, FD is 128256
via Connected, Loopback65

P 10.3.96.0/19, 1 successors, FD is 128256
via Connected, Loopback97

P 10.3.128.0/19, 1 successors, FD is 128256
via Connected, Loopback129

P 10.3.160.0/19, 1 successors, FD is 128256
via Connected, Loopbackl61l

P 172.16.124.0/29, 1 successors, FD is 2169856
via Connected, Serial0/0/0

Appendix A: TCL Script Output

HQ# tclsh
HQ(tcl)#foreach address {
+>(tc)#10.1.1.1
+>(tc)#10.1.33.1
+>(tcl)#10.1.65.1
+>(tc)#10.1.97.1
+>(tcl)#10.1.129.1
+>(tcl)#10.1.161.1
+>(tc)#172.16.124.1
+>(tch#10.2.1.1
+>(tcl)#10.2.33.1
+>(tc)#10.2.65.1
+>(tc)#10.2.97.1
+>(tch)#10.2.129.1
+>(tcl)#10.2.161.1
+>(tc)#172.16.124.2
+>(tcl)#10.3.1.1
+>(tcl)#10.3.33.1
+>(tcl)#10.3.65.1
+>(tcl)#10.3.97.1
+>(tcl)#10.3.129.1
+>(tcl)#10.3.161.1
+>(tc)#172.16.124.3
+>(tcD#} { ping $address }

Type escape sequence to abort.

Sending 5, 100-byte ICMP Echos to 10.1.1.1, timeout is 2 seconds:

Success rate is 100 percent (5/5), round-trip min/avg/max
Type escape sequence to abort.
Sending 5, 100-byte ICMP Echos to 10.1.33.1, timeout is 2
Success rate is 100 percent (5/5), round-trip min/avg/max
Type escape sequence to abort.
Sending 5, 100-byte ICMP Echos to 10.1.65.1, timeout is 2
Success rate is 100 percent (5/5), round-trip min/avg/max
Type escape sequence to abort.
Sending 5, 100-byte ICMP Echos to 10.1.97.1, timeout is 2
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Success rate is 100 percent (5/5),

Type escape sequence to abort.
Sending 5, 100-byte ICMP Echos to

Success rate is 100 percent (5/5),

Type escape sequence to abort.
Sending 5, 100-byte ICMP Echos to

Success rate is 100 percent (5/5),

Type escape sequence to abort.
Sending 5, 100-byte ICMP Echos to

Success rate is 100 percent (5/5),

Type escape sequence to abort.
Sending 5, 100-byte ICMP Echos to

Success rate is 100 percent (5/5),

Type escape sequence to abort.
Sending 5, 100-byte ICMP Echos to

Success rate is 100 percent (5/5),

Type escape sequence to abort.
Sending 5, 100-byte ICMP Echos to

Success rate is 100 percent (5/5),

Type escape sequence to abort.
Sending 5, 100-byte ICMP Echos to

Success rate is 100 percent (5/5),

Type escape sequence to abort.
Sending 5, 100-byte ICMP Echos to

Success rate is 100 percent (5/5),

Type escape sequence to abort.
Sending 5, 100-byte ICMP Echos to

Success rate is 100 percent (5/5),

Type escape sequence to abort.
Sending 5, 100-byte ICMP Echos to

Success rate is 100 percent (5/5),

Type escape sequence to abort.
Sending 5, 100-byte ICMP Echos to

Success rate is 100 percent (5/5),

Type escape sequence to abort.
Sending 5, 100-byte ICMP Echos to

Success rate is 100 percent (5/5),

Type escape sequence to abort.
Sending 5, 100-byte ICMP Echos to

Success rate is 100 percent (5/5),

Type escape sequence to abort.
Sending 5, 100-byte ICMP Echos to

Success rate is 100 percent (5/5),

Type escape sequence to abort.
Sending 5, 100-byte ICMP Echos to

Success rate is 100 percent (5/5),

Type escape sequence to abort.
Sending 5, 100-byte ICMP Echos to
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round-trip min/avg/max = 1/1/4 ms
10.1.129.1, timeout is 2 seconds:
round-trip min/avg/max = 1/1/4 ms
10.1.161.1, timeout is 2 seconds:
round-trip min/avg/max = 1/1/1 ms
172.16.124.1, timeout is 2 seconds:
round-trip min/avg/max = 84/85/92 ms
10.2.1.1, timeout is 2 seconds:
round-trip min/avg/max = 40/42/44 ms
10.2.33.1, timeout is 2 seconds:
round-trip min/avg/max = 40/42/44 ms
10.2.65.1, timeout is 2 seconds:
round-trip min/avg/max = 40/43/44 ms
10.2.97.1, timeout is 2 seconds:
round-trip min/avg/max = 40/43/44 ms
10.2.129.1, timeout is 2 seconds:
round-trip min/avg/max = 40/42/44 ms
10.2.161.1, timeout is 2 seconds:
round-trip min/avg/max = 40/42/44 ms
172.16.124_2, timeout is 2 seconds:
round-trip min/avg/max = 40/42/44 ms
10.3.1.1, timeout is 2 seconds:
round-trip min/avg/max = 40/43/44 ms
10.3.33.1, timeout is 2 seconds:
round-trip min/avg/max = 40/43/44 ms
10.3.65.1, timeout iIs 2 seconds:
round-trip min/avg/max = 40/42/44 ms
10.3.97.1, timeout iIs 2 seconds:
round-trip min/avg/max = 40/41/44 ms
10.3.129.1, timeout is 2 seconds:
round-trip min/avg/max = 40/42/44 ms

10.3.161.1, timeout is 2 seconds:
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Success rate is 100 percent (5/5), round-trip min/avg/max = 40/43/44 ms
Type escape sequence to abort.

Sending 5, 100-byte ICMP Echos to 172.16.124.3, timeout is 2 seconds:
é&éééss rate is 100 percent (56/5), round-trip min/avg/max = 40/42/44 ms
HQ(tch)# tclquit

East# tclsh
East(tcl)#foreach address {
+>(tch)#10.1.1.1
+>(tc)#10.1.33.1
+>(tc#10.1.65.1
+>(tc#10.1.97.1
+>(tc)#10.1.129.1
+>(tc)#10.1.161.1
+>(tcH#172.16.124.1
+>(tchH#10.2.1.1
+>(tcl)#10.2.33.1
+>(tc#10.2.65.1
+>(tc)#10.2.97.1
+>(tc)#10.2.129.1
+>(tchH#10.2.161.1
+>(tc#172.16.124 .2
+>(tchH#10.3.1.1
+>(tc#10.3.33.1
+>(tc)#10.3.65.1
+>(tc#10.3.97.1
+>(tchH#10.3.129.1
+>(tc)#10.3.161.1
+>(tcD#172.16.124_3
+>(tc)#} { ping $address }

Type escape sequence to abort.

Sending 5, 100-byte ICMP Echos to 10.1.1.1, timeout is 2 seconds:
Success rate is 100 percent (5/5), round-trip min/avg/max = 40/42/44 ms
Type escape sequence to abort.

Sending 5, 100-byte ICMP Echos to 10.1.33.1, timeout is 2 seconds:
Success rate is 100 percent (5/5), round-trip min/avg/max = 40/42/44 ms
Type escape sequence to abort.

Sending 5, 100-byte ICMP Echos to 10.1.65.1, timeout is 2 seconds:
Success rate is 100 percent (5/5), round-trip min/avg/max = 40/43/44 ms
Type escape sequence to abort.

Sending 5, 100-byte ICMP Echos to 10.1.97.1, timeout is 2 seconds:
éﬂéééss rate is 100 percent (5/5), round-trip min/avg/max = 40/43/44 ms
Type escape sequence to abort.

Sending 5, 100-byte ICMP Echos to 10.1.129.1, timeout is 2 seconds:
é&éééss rate is 100 percent (5/5), round-trip min/avg/max = 40/42/44 ms
Type escape sequence to abort.

Sending 5, 100-byte ICMP Echos to 10.1.161.1, timeout is 2 seconds:
é&éééss rate is 100 percent (5/5), round-trip min/avg/max = 40/41/44 ms
Type escape sequence to abort.

Sending 5, 100-byte ICMP Echos to 172.16.124.1, timeout is 2 seconds:
Success rate is 100 percent (5/5), round-trip min/avg/max = 40/42/44 ms
Type escape sequence to abort.

Sending 5, 100-byte ICMP Echos to 10.2.1.1, timeout is 2 seconds:
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Success rate is 100 percent (5/5), round-trip min/avg/max
Type escape sequence to abort.
Sending 5, 100-byte ICMP Echos to 10.2.33.1, timeout is 2 seconds:

1/1/4 ms

Success rate is 100 percent (5/5), round-trip min/avg/max = 1/1/4 ms
Type escape sequence to abort.

Sending 5, 100-byte ICMP Echos to 10.2.65.1, timeout is 2 seconds:
Success rate is 100 percent (5/5), round-trip min/avg/max = 1/1/4 ms
Type escape sequence to abort.

Sending 5, 100-byte ICMP Echos to 10.2.97.1, timeout is 2 seconds:
Success rate is 100 percent (5/5), round-trip min/avg/max = 1/1/4 ms
Type escape sequence to abort.

Sending 5, 100-byte ICMP Echos to 10.2.129.1, timeout is 2 seconds:
Success rate is 100 percent (5/5), round-trip min/avg/max = 1/1/4 ms
Type escape sequence to abort.

Sending 5, 100-byte ICMP Echos to 10.2.161.1, timeout is 2 seconds:
éﬂéééss rate is 100 percent (5/5), round-trip min/avg/max = 1/1/1 ms
Type escape sequence to abort.

Sending 5, 100-byte ICMP Echos to 172.16.124.2, timeout is 2 seconds:
éﬂéééss rate is 100 percent (5/5), round-trip min/avg/max = 84/84/88 ms
Type escape sequence to abort.

Sending 5, 100-byte ICMP Echos to 10.3.1.1, timeout is 2 seconds:
éﬂéééss rate is 100 percent (5/5), round-trip min/avg/max = 84/84/84 ms
Type escape sequence to abort.

Sending 5, 100-byte ICMP Echos to 10.3.33.1, timeout is 2 seconds:
é&éééss rate is 100 percent (5/5), round-trip min/avg/max = 84/85/92 ms
Type escape sequence to abort.

Sending 5, 100-byte ICMP Echos to 10.3.65.1, timeout is 2 seconds:
Success rate is 100 percent (5/5), round-trip min/avg/max = 84/84/84 ms
Type escape sequence to abort.

Sending 5, 100-byte ICMP Echos to 10.3.97.1, timeout is 2 seconds:
Success rate is 100 percent (5/5), round-trip min/avg/max = 84/84/88 ms
Type escape sequence to abort.

Sending 5, 100-byte ICMP Echos to 10.3.129.1, timeout is 2 seconds:
Success rate is 100 percent (5/5), round-trip min/avg/max = 84/84/84 ms
Type escape sequence to abort.

Sending 5, 100-byte ICMP Echos to 10.3.161.1, timeout is 2 seconds:
Success rate is 100 percent (5/5), round-trip min/avg/max = 84/84/84 ms
Type escape sequence to abort.

Sending 5, 100-byte ICMP Echos to 172.16.124.3, timeout is 2 seconds:
Success rate is 100 percent (5/5), round-trip min/avg/max = 84/84/88 ms
East(tcl)# tclquit

West# tclsh
West(tc)#foreach address {
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+>(tc#10.1.1.1
+>(tc)#10.1.33.1
+>(tcD#10.1.65.1
+>(tc)#10.1.97.1
+>(tcD#10.1.129.1
+>(tcl)#10.1.161.1
+>(tcD#172.16.124 .1
+>(tch)#10.2.1.1
+>(tc#10.2.33.1
+>(tc)#10.2.65.1
+>(tcD#10.2.97.1
+>(tc#10.2.129.1
+>(tcD#10.2.161.1
+>(tc)#172.16.124.2
+>(tc)#10.3.1.1
+>(tc1)#10.3.33.1
+>(tc#10.3.65.1
+>(tc#10.3.97.1
+>(tcD#10.3.129.1
+>(tc#10.3.161.1
+>(tc)#172.16.124_3
+>(tc)#} { ping $address }

Type escape sequence to abort.

Sending 5, 100-byte ICMP Echos to 10.1.1.1, timeout is 2 seconds:
Success rate is 100 percent (5/5), round-trip min/avg/max = 40/42/44 ms
Type escape sequence to abort.

Sending 5, 100-byte ICMP Echos to 10.1.33.1, timeout is 2 seconds:
Success rate is 100 percent (5/5), round-trip min/avg/max = 40/42/44 ms
Type escape sequence to abort.

Sending 5, 100-byte ICMP Echos to 10.1.65.1, timeout is 2 seconds:
Success rate is 100 percent (5/5), round-trip min/avg/max = 40/42/44 ms
Type escape sequence to abort.

Sending 5, 100-byte ICMP Echos to 10.1.97.1, timeout is 2 seconds:
Success rate is 100 percent (5/5), round-trip min/avg/max = 40/43/44 ms
Type escape sequence to abort.

Sending 5, 100-byte ICMP Echos to 10.1.129.1, timeout is 2 seconds:
Success rate is 100 percent (5/5), round-trip min/avg/max = 40/43/44 ms
Type escape sequence to abort.

Sending 5, 100-byte ICMP Echos to 10.1.161.1, timeout is 2 seconds:
é&éééss rate is 100 percent (5/5), round-trip min/avg/max = 40/43/44 ms
Type escape sequence to abort.

Sending 5, 100-byte ICMP Echos to 172.16.124.1, timeout is 2 seconds:
é&éééss rate is 100 percent (5/5), round-trip min/avg/max = 40/42/44 ms
Type escape sequence to abort.

Sending 5, 100-byte ICMP Echos to 10.2.1.1, timeout is 2 seconds:
é&éééss rate is 100 percent (5/5), round-trip min/avg/max = 84/84/88 ms
Type escape sequence to abort.

Sending 5, 100-byte ICMP Echos to 10.2.33.1, timeout is 2 seconds:
é&éééss rate is 100 percent (56/5), round-trip min/avg/max = 84/84/84 ms
Type escape sequence to abort.

Sending 5, 100-byte ICMP Echos to 10.2.65.1, timeout is 2 seconds:

Success rate is 100 percent (5/5), round-trip min/avg/max = 84/85/92 ms
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Type escape sequence to abort.
Sending 5, 100-byte ICMP Echos to
Success rate is 100 percent (5/5),
Type escape sequence to abort.
Sending 5, 100-byte ICMP Echos to
Success rate is 100 percent (5/5),
Type escape sequence to abort.
Sending 5, 100-byte ICMP Echos to
Success rate is 100 percent (5/5),
Type escape sequence to abort.
Sending 5, 100-byte ICMP Echos to
Success rate is 100 percent (5/5),
Type escape sequence to abort.
Sending 5, 100-byte ICMP Echos to
Success rate is 100 percent (5/5),
Type escape sequence to abort.
Sending 5, 100-byte ICMP Echos to
éﬂéééss rate is 100 percent (5/5),
Type escape sequence to abort.
Sending 5, 100-byte ICMP Echos to
éﬂéééss rate is 100 percent (5/5),
Type escape sequence to abort.
Sending 5, 100-byte ICMP Echos to
éﬂéééss rate is 100 percent (5/5),
Type escape sequence to abort.
Sending 5, 100-byte ICMP Echos to
Success rate is 100 percent (5/5),
Type escape sequence to abort.
Sending 5, 100-byte ICMP Echos to
Success rate is 100 percent (5/5),
Type escape sequence to abort.
Sending 5, 100-byte ICMP Echos to
Success rate is 100 percent (5/5),
West(tch)# tclquit

END OF LAB CONFIGS:

HQ#show run

Building configuration. ..
I

hostname HQ
I

interface Loopbackl
ip address 10.1.1.1 255.255.224.0

1
interface Loopback33
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10.2.97.1, timeout is 2 seconds:

84/84/84 ms

round-trip min/avg/max

10.2.129.1, timeout is 2 seconds:

round-trip min/avg/max = 84/84/88 ms

10.2.161.1, timeout is 2 seconds:

round-trip min/avg/max = 80/83/84 ms

172.16.124.2, timeout is 2 seconds:

round-trip min/avg/max = 84/84/84 ms

10.3.1.1, timeout iIs 2 seconds:

round-trip min/avg/max 1/1/4 ms

10.3.33.1, timeout is 2 seconds:

round-trip min/avg/max 1/1/4 ms

10.3.65.1, timeout is 2 seconds:

1/1/1 ms

round-trip min/avg/max

10.3.97.1, timeout is 2 seconds:

1/1/4 ms

round-trip min/avg/max

10.3.129.1, timeout is 2 seconds:

round-trip min/avg/max = 1/1/1 ms

10.3.161.1, timeout is 2 seconds:

round-trip min/avg/max = 1/1/1 ms

172.16.124.3, timeout is 2 seconds:

round-trip min/avg/max = 84/84/84 ms
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ip address 10.1.33.1 255.255.224.0

interface Loopback65
ip address 10.1.65.1 255.255.224.0

interface Loopback97
ip address 10.1.97.1 255.255.224.0

interface Loopbackl129
ip address 10.1.129.1 255.255.224.0

interface Loopbackl6l
ip address 10.1.161.1 255.255.224.0

interface Serial0/0/1

ip address 172.16.124.1 255.255.255.248
encapsulation frame-relay

no ip split-horizon eigrp 1

ip summary-address eigrp 1 10.1.0.0 255.255.0.0 5

frame-relay map ip 172.16.124.1 102
frame-relay map ip 172.16.124.2 102 broadcast
frame-relay map ip 172.16.124.3 103 broadcast
no frame-relay inverse-arp

no shutdown

I

router eigrp 1

network 10.0.0.0

network 172.16.0.0

no auto-summary

neighbor 172.16.124.3 Serial0/0/1

neighbor 172.16.124.2 Serial0/0/1

I
end

East#show run
Building configuration...
I

hostname East
1

interface Loopbackl
ip address 10.2.1.1 255.255.224.0

interface Loopback33
ip address 10.2.33.1 255.255.224.0

interface Loopback65
ip address 10.2.65.1 255.255.224.0

interface Loopback97
ip address 10.2.97.1 255.255.224.0

interface Loopbackl29
ip address 10.2.129.1 255.255.224.0
!
interface Loopbackl6l
ip address 10.2.161.1 255.255.224.0
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interface Serial0/0/1

ip address 172.16.124_.2 255.255.255.248
encapsulation frame-relay

ip summary-address eigrp 1 10.2.0.0 255.255.0.0 5
frame-relay map ip 172.16.124.1 201 broadcast
frame-relay map ip 172.16.124.2 201

frame-relay map ip 172.16.124.3 201 broadcast

no frame-relay inverse-arp

no shutdown
1

router eigrp 1

network 10.0.0.0

network 172.16.0.0

no auto-summary

neighbor 172.16.124.1 Serial0/0/1
I
end

West#show run
Building configuration...
I

hostname West
1

interface Loopbackl
ip address 10.3.1.1 255.255.224.0

interface Loopback33
ip address 10.3.33.1 255.255.224.0

interface Loopback65
ip address 10.3.65.1 255.255.224.0

interface Loopback97
ip address 10.3.97.1 255.255.224.0

interface Loopbackl29
ip address 10.3.129.1 255.255.224.0

interface Loopbackl6l
ip address 10.3.161.1 255.255.224.0

interface Serial0/0/0

ip address 172.16.124_.3 255.255.255.248
encapsulation frame-relay

ip summary-address eigrp 1 10.3.0.0 255.255.0.0 5
frame-relay map ip 172.16.124.1 301 broadcast
frame-relay map ip 172.16.124.2 301 broadcast
frame-relay map ip 172.16.124.3 301

no frame-relay inverse-arp

frame-relay Imi-type cisco

no shutdown
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1
router eigrp 1
network 10.0.0.0
network 172.16.0.0
no auto-summary
neighbor 172.16.124.1 Serial0/0/0
I
end
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Lab 2-4b EIGRP Frame Relay Hub and Spoke: Adtran Used As Frame
Switch

Learning Objectives
Review basic configuration of EIGRP on a serial interface

[ )
e Configure the bandwidth percentage
e Configure EIGRP over Frame Relay hub and spoke
e Use EIGRP in a non-broadcast mode
e Enable EIGRP manual summarization in topologies with discontiguous major
networks
Topology
Loopback1: 10.2.1.1/19
Loopback33: 10.2.33.33/19
Loopbackes: 10.2.65.65/19
Loopbackd7: 10.2.87.97/19
BastBranch | | pbacki29: 10.2.129. 12819
Loopback161: 10.2.161.161/19
172.16.124.0/29
Headgquarters

Loopback1: 10.1.1.1/19
Loopback33: 10.1.33.33/18
Loopbackg5: 10.1.65.65/18
Loopback87: 10.1.97.97/18

Loopback129: 10.1.129.129/19
Loopback161: 10.1.161.161/19

West Branch Loopback1; 10.3.1.1/19
Loopback33: 10.3.33.33M19
Loopbackes: 10.3.65.65/19
Loopbacks7: 10.3.97.97M19

Loopback129: 10.3.1258.128M19

Loopback161: 10.3.161.161/19

Note: Given the diversity of router models and the differing naming conventions for
serial interfaces (S0, S0/0, S0/0/0), the interface numbers on your devices probably
differ from those in the topology diagram. The same is true for which side of the link is
DCE or DTE. You should always draw your network diagram to reflect your topology. If
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HQ#show controllers serial0/0/0
Interface Serial0/0/0

Hardware is GT96K

DCE V.35, clock rate 2000000

Scenario

you are uncertain which side of the connection is DCE, use the show controllers serial
interface # command:

You are responsible for configuring and testing the new network that connects
your company’s headquarters, and east and west branches. The three locations
are connected over hub-and-spoke Frame Relay, using the company
headquarters as the hub. Model each branch office’s network with multiple
loopback interfaces on each router, and configure EIGRP to allow full

connectivity between all departments.

Step 1: Addressing

Using the addressing scheme in the diagram, apply IP addresses to the
loopback interfaces on HQ, East, and West. You may paste the following
configurations into your routers to begin. You must be in configuration mode

when you do this.
HQ:
1

interface Loopbackl

ip address 10.1.1.1 255.255.224.0
interface Loopback33

ip address 10.1.33.1 255.255.224.0
interface Loopback65

ip address 10.1.65.1 255.255.224.0
interface Loopback97

ip address 10.1.97.1 255.255.224.0
interface Loopbackl129

ip address 10.1.129.1 255.255.224.0
interface Loopbackl61l

ip address 10.1.161.1 255.255.224.0
1
end

East:

!

interface Loopbackl

ip address 10.2.1.1 255.255.224.0
interface Loopback33

ip address 10.2.33.1 255.255.224.0
interface Loopback65

ip address 10.2.65.1 255.255.224.0
interface Loopback97

ip address 10.2.97.1 255.255.224.0
interface Loopbackl129

ip address 10.2.129.1 255.255.224.0
interface Loopbackl61

ip address 10.2.161.1 255.255.224.0
1
end
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West:

1

interface Loopbackl

ip address 10.3.1.1 255.255.224.0
interface Loopback33

ip address 10.3.33.1 255.255.224.0
interface Loopback65

ip address 10.3.65.1 255.255.224.0
interface Loopback97

ip address 10.3.97.1 255.255.224.0
interface Loopbackl129

ip address 10.3.129.1 255.255.224.0
interface Loopbackl161

ip address 10.3.161.1 255.255.224.0
1

end

For now, the IP address is the only configuration on the serial interfaces. Leave
the serial interfaces with their default encapsulation (HDLC). This will change in
Step 3.

Step 2: Frame Relay Network

An Adtran Atlas 550 is preconfigured to simulate a Frame Relay service that
provides the following permanent virtual circuits (PVC).

Connected Router Adtran Ingress Egress Egress
Router Interface Interface DLCI DLCI Router
HQ S0/0/0 DTE port 1/1 102 201 East
HQ S0/0/0 DTE port 1/1 103 301 West
East S0/0/0 DTE port 1/2 201 102 HQ
West S0/0/0 DTE port 2/1 301 103 HQ

Frame Relay Switching Configuration
Step 3: Configuring the Frame Relay Endpoints

You will be configuring HQ to be the Frame Relay hub, with East and West as
the spokes. Check the topology diagram for the data-link connection identifiers
(DLCIs) to use in the Frame Relay maps. Turn Frame Relay Inverse Address
Resolution Protocol (INARP) off for all interfaces. Configure all Frame Relay
interfaces as physical interfaces.

Inverse ARP allows a Frame Relay network to discover the IP address
associated with the virtual circuit. This is frequently a desirable trait in a
production network. However, in the lab, we turn Inverse ARP off to limit the
number of dynamic DLCIs that are created.

First, enter the configuration menu for that interface in global configuration
mode and assign it an IP address using the ip address command. Assign the
Frame Relay subnet to be 172.16.124.0 /29. The fourth octet of the IP address
is the router number (HQ=1, East=2, West=3).
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Next, enable Frame Relay encapsulation using the interface configuration
command encapsulation frame-relay. Disable Frame Relay Inverse ARP with
the no frame-relay inverse-arp command. Finally, map the other IPs in the
subnet to DLCIs, using the frame-relay map ip address dici broadcast
command. The broadcast keyword is important because, without it, EIGRP
hello packets are not sent through the Frame Relay cloud. Do not forget to bring
up your interfaces with the no shutdown command.

Note: The default frame relay encapsulation type on a Cisco router is “cisco”.
Because you are connecting your routers to a non-Cisco device (the Adtran),
you must use the non-proprietary IETF standard, so use the encapsulation
frame-relay ietf command.

HQ# conf t

HQ(config)# interface serial 0/0/0

HQ(config-if)# ip address 172.16.124.1 255.255.255.248
HQ(config-if)# encapsulation frame-relay ietf

HQ(config-if)# no frame-relay inverse-arp

HQ(conFig-if)# frame-relay map ip 172.16.124.2 102 broadcast
HQ(config-if)# frame-relay map ip 172.16.124_.3 103 broadcast
HQ(conFig-if)# no shutdown

East# conf t

East(config)# interface serial 0/0/0

East(config-if)# ip address 172.16.124.2 255.255.255.248
East(config-if)# encapsulation frame-relay ietf
East(config-if)# no frame-relay inverse-arp

East(config-if)# frame-relay map ip 172.16.124_.1 201 broadcast
East(config-if)# frame-relay map ip 172.16.124_.3 201 broadcast
East(config-if)# no shutdown

West# conf t

West(config)# interface serial 0/0/0

West(config-if)# ip address 172.16.124.3 255.255.255.248
West(config-if)# no frame-relay inverse-arp

West(config-if)# encapsulation frame-relay ietf
West(config-if)# frame-relay map ip 172.16.124_.1 301 broadcast
West(config-if)# frame-relay map ip 172.16.124.3 301 broadcast
West(config-if)# no shutdown

Note that you have not yet configured the bandwidth parameter on these serial
links yet, as you did in Lab 2.2. This will be done in Step 4.

Verify that you have connectivity across the Frame Relay network by pinging
the remote routers from each of the Frame Relay endpoints. Using the
configuration above, you will find that you cannot ping your own local interface.
For instance, ping 172.16.124.1 from HQ:

HQ# ping 172.16.124.1
Type escape sequence to abort.
Sending 5, 100-byte ICMP Echos to 172.16.124.1, timeout is 2 seconds:

Success rate is 0 percent (0/5)

In essence, the only interface your Frame Relay interface is unable to
communicate with is itself. This is not a significant problem in Frame Relay
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networks, but you could map the local IP address to be forwarded out a PVC.
The remote router at the other end of the PVC can then forward it back based
on its Frame Relay map statements. This solution is so that the TCL scripts we
use for testing return successful echo replies under all circumstances. You do
not need the broadcast keyword on this DLCI, because it is not important to
forward broadcast and multicast packets (such as EIGRP Hellos) to your own
interface.

Implement the local mappings as follows:

HQ(config-if)# frame-relay map ip 172.16.124.1 102

East(config-if)# frame-relay map ip 172.16.124.2 201

West(config-if)# frame-relay map ip 172.16.124.3 301

HQ now forwards packets destined for 172.16.124.1 first to 172.16.124.2 and
then back. In a production network in which a company is billed based on per-

PVC usage, this is not a preferred configuration. However, in your lab network,
this helps ensure full ICMP connectivity in your TCL scripts.

For more information about this behavior of Frame Relay, see the following
FAQ page:
http://www.cisco.com/warp/public/116/fr_faq.pdf

Step 4: Setting Interface-Level Bandwidth

On the three routers, set the Frame Relay serial interface bandwidth with the
interface-level command bandwidth bandwidth, specifying the bandwidth in
kilobits per second. For HQ, use 128 kbps. On East and West, use 64 kbps.

Recall from Lab 2.1 that, by default, EIGRP limits its bandwidth usage to 50
percent of the value specified by the bandwidth parameter. The default
bandwidth for a serial interface is 1544 kbps.

Over multipoint Frame Relay interfaces, EIGRP limits its EIGRP traffic to a total
of 50 percent of the bandwidth value. This means that each neighbor for which
this is an outbound interface has a traffic limit of a fraction of that 50 percent,
represented by 1/N, where N is the number of neighbors out that interface.

HQ(config)# interface serial 0/0/0
HQ(config-if)# bandwidth 128

East(config)# interface serial 0/0/0
East(config-if)# bandwidth 64

West(config)# interface serial 0/0/0
West(config-if)# bandwidth 64

HQ’s serial interface divides its total EIGRP bandwidth into the fractional
amounts according to the number of neighbors out that interface.
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How much bandwidth on Serial 0/0/0 on HQ is reserved for EIGRP traffic to
East?

You can control both the bandwidth parameter and the EIGRP bandwidth
percentage on a per-interface basis. On HQ, limit the bandwidth used by
EIGRP to 40 percent without changing the bandwidth parameter on the
interface. You can accomplish this with the interface-level command ip
bandwidth-percent eigrp as_number percent:

HQ(conFfig-if)# ip bandwidth-percent eigrp 1 40
Step 5: Configuring EIGRP

Configure EIGRP AS 1 on HQ, East, and West. First use the global
configuration mode command router eigrp as_number to get the EIGRP
configuration prompt.

The network represented in the diagram is a discontiguous network (10.0.0.0/8)
configured on all three of the routers. If you turned on auto-summarization, HQ
sends and receives summaries for 10.0.0.0/8 from both East and West. Auto-
summarization provokes considerable routing disruptions in the network,
because HQ does not know which of the two spokes is the correct destination
for subnets of 10.0.0.0/8 is. For this reason, turn off auto-summarization on
each router.

Add your network statements to EIGRP. The two major networks we are using
here are network 10.0.0.0 for the loopbacks, and network 172.16.0.0 for the
Frame Relay cloud. Perform this configuration on all three routers.

HQ(config)# router eigrp 1
HQ(config-router)# network 10.0.0.0
HQ(config-router)# network 172.16.0.0
HQ(config-router)# no auto-summary

East(config)# router eigrp 1
East(config-router)# network 10.0.0.0
East(config-router)# network 172.16.0.0
East(config-router)# no auto-summary

West(config)# router eigrp 1
West(config-router)# network 10.0.0.0

West(config-router)# network 172.16.0.0
West(config-router)# no auto-summary

Issue the show ip eigrp topology command on East:

East# show ip eigrp topology
IP-EIGRP Topology Table for AS(1)/1D(172.16.124.2)
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Codes: P - Passive, A - Active, U - Update, Q - Query, R - Reply,
r - reply Status, s - sia Status

P 10.2.0.0/19, 1 successors, FD is 128256

via Connected, Loopbackl
P 10.1.0.0/19, 1 successors, FD is 40640000

via 172.16.124_.1 (40640000/128256), Serial0/0/0
P 10.2.32.0/19, 1 successors, FD is 128256

via Connected, Loopback33
P 10.1.32.0/19, 1 successors, FD is 40640000

via 172.16.124_.1 (40640000/128256), Serial0/0/0
P 10.2.64.0/19, 1 successors, FD is 128256

via Connected, Loopback65
P 10.1.64.0/19, 1 successors, FD is 40640000

via 172.16.124_.1 (40640000/128256), Serial0/0/0
P 10.2.96.0/19, 1 successors, FD is 128256

via Connected, Loopback97
P 10.1.96.0/19, 1 successors, FD is 40640000

via 172.16.124.1 (40640000/128256), Serial0/0/0
P 10.2.128.0/19, 1 successors, FD is 128256

via Connected, Loopbackl29
P 10.1.128.0/19, 1 successors, FD is 40640000

via 172.16.124.1 (40640000/128256), Serial0/0/0
P 10.2.160.0/19, 1 successors, FD is 128256

via Connected, Loopbackl6l
P 10.1.160.0/19, 1 successors, FD is 40640000

via 172.16.124.1 (40640000/128256), Serial0/0/0
P 172.16.124.0/29, 1 successors, FD is 40512000

via Connected, Serial0/0/0
East#

Which networks are missing from the topology database?

What do you suspect is responsible for this problem?

HQ needs the no ip split-horizon eigrp as_number command on its serial
Frame Relay interface. This command disables split horizon for an EIGRP
autonomous system. If split horizon is enabled (the default), route
advertisements from East to HQ do not travel to West and vice versa, as shown
in the above output.

HQ(config)# interface serial 0/0/0
HQ(config-if)# no ip split-horizon eigrp 1

Verify that you see the correct EIGRP adjacencies with the show ip eigrp
neighbors command:

HQ# show ip eigrp neighbors
IP-EIGRP neighbors for process 1
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H Address Interface

1 172.16.124.2 Se0/0/0
0 172.16.124.3 Se0/0/0

East# show ip eigrp neighbors
IP-EIGRP neighbors for process 1
H  Address Interface
0 172.16.124.1 Se0/0/0
West# show ip eigrp neighbors
IP-EIGRP neighbors for process 1
H  Address Interface

0 172.16.124.1 Se0/0/0

Hold Uptime
(sec)
176 00:00:05
176 00:00:05

Hold Uptime

(sec)
129 00:00:52

Hold Uptime

(sec)
176 00:00:55

SRTT
(ms)
1588

23

SRTT

(ms)
20

SRTT

(ms)
20

RTO Q Seq

5000 O 6
1140 O 6

RTO Q Seq
Cnt Num
2280 0 20

RTO Q Seq

2280 0 13

Verify that you have IP routes on all three routers for the entire topology with

the show ip route command:

HQ# show ip route
<output omitted>

172.16.0.0/29 is subnetted, 1 subnets

04:36
04:20

04:37
04:21

04:37
04:21

, Serial0/0/0
, Serial0/0/0

, Serial0/0/0
, Serial0/0/0

, Serial0/0/0
, Serial0/0/0

:04:37, Serial0/0/0
:04:21, Serial0/0/0

:04:37, Serial0/0/0
:04:21, Serial0/0/0

C 172.16.124.0 is directly connected, Serial0/0/0
10.0.0.0/19 is subnetted, 18 subnets
D 10.2.0.0 [90/20640000] via 172.16.124.2, 00:04:36, Serial0/0/0
D 10.3.0.0 [90/20640000] via 172.16.124.3, 00:04:20, Serial0/0/0
C 10.1.0.0 is directly connected, Loopbackl
D 10.2.32.0 [90/20640000] via 172.16.124.2, 00:
D 10.3.32.0 [90/20640000] via 172.16.124.3, 00:
C 10.1.32.0 is directly connected, Loopback33
D 10.2.64.0 [90/20640000] via 172.16.124.2, 00:
D 10.3.64.0 [90/20640000] via 172.16.124.3, 00:
C 10.1.64.0 is directly connected, Loopback65
D 10.2.96.0 [90/20640000] via 172.16.124.2, 00:
D 10.3.96.0 [90/20640000] via 172.16.124.3, 00:
C 10.1.96.0 is directly connected, Loopback97
D 10.2.128.0 [90/20640000] via 172.16.124.2, 00
D 10.3.128.0 [90/20640000] via 172.16.124.3, 00
C 10.1.128.0 is directly connected, Loopbackl29
D 10.2.160.0 [90/20640000] via 172.16.124.2, 00
D 10.3.160.0 [90/20640000] via 172.16.124.3, 00
C 10.1.160.0 is directly connected, Loopbackl6l

East# show ip route
<output omitted>

172.16.0.0/29 is subnetted, 1 subnets

[90/41152000] via 172.16.124.1, 00:01:31, Serial0/0/0
[90/40640000] via 172.16.124.1, 00:07:13, Serial0/0/0

[90/41152000] via 172.16.124.1, 00:01:32, Serial0/0/0
[90/40640000] via 172.16.124.1, 00:07:13, Serial0/0/0

C 172.16.124.0 is directly connected, Serial0/0/0
10.0.0.0/19 is subnetted, 18 subnets
C 10.2.0.0 is directly connected, Loopbackl
D 10.3.0.0 [90/41152000] via 172.16.124.1, 00:01:31, Serial0/0/0
D 10.1.0.0 [90/40640000] via 172.16.124.1, 00:07:12, Serial0/0/0
C 10.2.32.0 is directly connected, Loopback33
D 10.3.32.0
D 10.1.32.0
C 10.2.64.0 is directly connected, Loopback65
D 10.3.64.0
D 10.1.64.0
CCNP: Building Scalable Internetworks v5.0 - Lab 2-4b
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vhvieolvivieolwiwie]
'_\
o

P WNRFRPWNRFPWN

0
0
.0
0
0
0

-96.0 is directly connected, Loopback97
.96.0 [90/41152000] via 172.16.124.1, 00:01:32, Serial0/0/0
.96.0 [90/40640000] via 172.16.124.1, 00:07:13, Serial0/0/0
.128.
.128.
.128
-160.
-160.
-160.

is directly connected, Loopbackl29

[90/41152000] via 172.16.124.1, 00:
[90/40640000] via 172.16.124.1, 00:

is directly connected, Loopbackl61

[90/41152000] via 172.16.124.1, 00:
[90/40640000] via 172.16.124.1, 00:

West# show ip route
<output omitted>

172.16.0.0/29

OOOOOOOOO

C

10.0.0.0/19
D 10.
C 10.
D 10.
D 10.2.32.
C 10.3.32.
D 10.1.32.
D 10.2.64.
C 10.3.64.
D 10.1.64.
D 10.2.96.
C 10.3.96.
D 10.1.96.
D 10.2.128.
C 10.3.128.
D 10.1.128.
D 10.2.160.
C 10.3.160.
D 10.1.160.

is subnetted, 1 subnets

is subnetted, 18 subnets
2.0.0 [90/41152000] via 172.16.124_.1, 00:02:00, Serial0/0/0
3.0.0 is directly connected, Loopbackl
1.0.0 [90/40640000] via 172.16.124.1, 00:07:41, Serial0/0/0

cNeoNoNoNoNe)

[90/41152000] via 172.16.124.1, 00:
is directly connected, Loopback33
[90/40640000] via 172.16.124.1, 00:
[90/41152000] via 172.16.124.1, 00:
is directly connected, Loopback65
[90/40640000] via 172.16.124.1, 00:
[90/41152000] via 172.16.124.1, 00:
is directly connected, Loopback97
[90/40640000] via 172.16.124.1, 00:
[90/41152000] via 172.16.124.1, 00:
is directly connected, Loopbackl29

[90/40640000] via 172.16.124.1, 00:
[90/41152000] via 172.16.124.1, 00:

is directly connected, Loopbackl6l

[90/40640000] via 172.16.124.1, 00:

172.16.124.0 is directly connected, Serial0/0/0

02:

07:
02:

07:
02:

07:

0o,

43,
01,

43,
01,

43,

01:32, Serial0/0/0
07:13, Serial0/0/0

01:32, Serial0/0/0
07:13, Serial0/0/0

Serial0/0/0

Serial0/0/0
Serial0/0/0

Serial0/0/0
Serial0/0/0

Serial0/0/0

02:01, Serial0/0/0

07:43, Serial0/0/0
02:01, Serial0/0/0

07:43, Serial0/0/0

Run the following TCL script on all routers to verify full connectivity:

foreach address {

10.1.1.1
10.1.33.1
10.1.65.1
10.1.97.1
10.1.129.1
10.1.161.1
172.16.124.1
10.2.1.1
10.2.33.1
10.2.65.1
10.2.97.1
10.2.129.1
10.2.161.1
172.16.124.2
10.3.1.1
10.3.33.1
10.3.65.1
10.3.97.1
10.3.129.1
10.3.161.1
172.16.124.3

} { ping $address }
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If you have never used TCL scripts or need a refresher, see the TCL lab in the
routing module.

You get ICMP echo replies for every address pinged. Make sure you run the
TCL script on each router and get the same output in Appendix A before you
continue with the lab.

Step 6: Using Non-broadcast EIGRP Mode

Currently, we are using EIGRP in its default mode, which multicasts packets to
the link-local address 224.0.0.10. However, not all Frame Relay configurations
support multicast. EIGRP supports unicasts to remote destinations using non-
broadcast mode on a per-interface basis. If you are familiar with RIPv2, this
mode is analogous to configuring RIPv2 with a passive interface and statically
configuring neighbors out that interface.

To implement this functionality, do the following:

HQ(config)# router eigrp 1
HQ(config-router)# neighbor 172.16.124.2 serial 0/0/0
HQ(config-router)# neighbor 172.16.124.3 serial 0/0/0

East(config)# router eigrp 1
East(config-router)# neighbor 172.16.124.1 serial 0/0/0

West(config)# router eigrp 1
West(config-router)# neighbor 172.16.124_.1 serial 0/0/0

HQ now has two neighbor statements, and the other two routers have one.
Once you configure neighbor statements for a given interface, EIGRP
automatically stops multicasting packets out that interface and starts unicasting
packets instead. You can verify that all your changes have worked with the
show ip eigrp neighbors command:

HQ# show ip eigrp neighbors
IP-EIGRP neighbors for process 1

H Address Interface Hold Uptime SRTT RTO Q Seq
(sec) (ms) Cnt Num

1 172.16.124.2 Se0/0/0 153 00:00:28 65 390 0 9

0 172.16.124.3 Se0/0/0 158 00:00:28 1295 5000 0O 9

East# show ip eigrp neighbors
IP-EIGRP neighbors for process 1

H Address Interface Hold Uptime SRTT RTO Q Seq
(sec) (ms) Cnt Num
0 172.16.124.1 Se0/0/0 146 00:02:19 93 558 0 15

West# show ip eigrp neighbors
IP-EIGRP neighbors for process 1

H Address Interface Hold Uptime SRTT RTO Q Seq
(sec) (ms) Cnt Num
0 172.16.124.1 Se0/0/0 160 00:03:00 59 354 0 15
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Step 7: Implementing EIGRP Manual Summarization

Implement EIGRP manual summarization on each router. Each router should
advertise only one network summarizing all of its loopbacks. Using the
commands you learned in EIGRP Lab 2.3, configure the summary address on
the serial interfaces.

What is the length of the network mask that is used to summarize all of the
loopbacks on each router?

Look at the simplified EIGRP topology table on each router using the show ip
eigrp topology command:

HQ#show ip eigrp topology
IP-EIGRP Topology Table for AS(1)/1D(10.1.12.1)

Codes: P - Passive, A - Active, U - Update, Q - Query, R - Reply,
r - reply Status, s - sia Status

P 10.2.0.0/16, 1 successors, FD is 2297856
via 172.16.124_.2 (2297856/128256), Serial0/0/0
P 10.3.0.0/16, 1 successors, FD is 2297856
via 172.16.124.3 (2297856/128256), Serial0/0/0
P 10.1.0.0/16, 1 successors, FD is 128256
via Summary (128256/0), NullO
P 10.1.0.0/19, 1 successors, FD is 128256
via Connected, Loopbackl
P 10.1.32.0/19, 1 successors, FD is 128256
via Connected, Loopback33
P 10.1.64.0/19, 1 successors, FD is 128256
via Connected, Loopback65
P 10.1.96.0/19, 1 successors, FD is 128256
via Connected, Loopback97
P 10.1.128.0/19, 1 successors, FD is 128256
via Connected, Loopback129
P 10.1.160.0/19, 1 successors, FD is 128256
via Connected, Loopbackl6l
P 172.16.124.0/29, 1 successors, FD is 2169856
via Connected, Serial0/0/0

East#show ip eigrp topology
IP-EIGRP Topology Table for AS(1)/1D(10.2.161.1)

Codes: P - Passive, A - Active, U - Update, Q - Query, R - Reply,
r - reply Status, s - sia Status

P 10.2.0.0/16, 1 successors, FD is 128256
via Summary (128256/0), NullO
P 10.2.0.0/19, 1 successors, FD is 128256
via Connected, Loopbackl
P 10.3.0.0/16, 1 successors, FD is 2809856
via 172.16.124_.1 (2809856/2297856), Serial0/0/0
P 10.1.0.0/16, 1 successors, FD is 2297856
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via 172.16.124.1 (2297856/128256), Serial0/0/0

P 10.2.32.0/19, 1 successors, FD is 128256
via Connected, Loopback33

P 10.2.64.0/19, 1 successors, FD is 128256
via Connected, Loopback65

P 10.2.96.0/19, 1 successors, FD is 128256
via Connected, Loopback97

P 10.2.128.0/19, 1 successors, FD is 128256
via Connected, Loopback129

P 10.2.160.0/19, 1 successors, FD is 128256
via Connected, Loopbackl6l

P 172.16.124.0/29, 1 successors, FD is 2169856
via Connected, Serial0/0/0

East#

West# show ip eigrp topology
IP-EIGRP Topology Table for AS(1)/1D(172.16.124.3)

Codes: P - Passive, A - Active, U - Update, Q - Query, R - Reply,
r - reply Status, s - sia Status

P 10.2.0.0/16, 1 successors, FD is 2809856
via 172.16.124.1 (2809856/2297856), Serial0/0/0
P 10.3.0.0/16, 1 successors, FD is 128256
via Summary (128256/0), NullO
P 10.3.0.0/19, 1 successors, FD is 128256
via Connected, Loopbackl
P 10.1.0.0/16, 1 successors, FD is 2297856
via 172.16.124.1 (2297856/128256), Serial0/0/0
P 10.3.32.0/19, 1 successors, FD is 128256
via Connected, Loopback33
P 10.3.64.0/19, 1 successors, FD is 128256
via Connected, Loopback65
P 10.3.96.0/19, 1 successors, FD is 128256
via Connected, Loopback97
P 10.3.128.0/19, 1 successors, FD is 128256
via Connected, Loopback129
P 10.3.160.0/19, 1 successors, FD is 128256
via Connected, Loopbackl61l
P 172.16.124.0/29, 1 successors, FD is 2169856
via Connected, Serial0/0/0

Appendix A: TCL Script Output

HQ# tclsh
HQ(tcl)#foreach address {
+>(tc)#10.1.1.1
+>(tc)#10.1.33.1
+>(tcl)#10.1.65.1
+>(tc)#10.1.97.1
+>(tcl)#10.1.129.1
+>(tcl)#10.1.161.1
+>(tc)#172.16.124.1
+>(tch#10.2.1.1
+>(tcl)#10.2.33.1
+>(tc)#10.2.65.1
+>(tc)#10.2.97.1
+>(tch)#10.2.129.1
+>(tcl)#10.2.161.1
+>(tc)#172.16.124.2
+>(tcl)#10.3.1.1
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+>(tc)#10.3.33.1
+>(tc)#10.3.65.1
+>(tcD#10.3.97.1
+>(tch)#10.3.129.1
+>(tcD#10.3.161.1
+>(tc)#172.16.124.3
+>(tc)#} { ping $address }

Type escape sequence to abort.

Sending 5, 100-byte ICMP Echos to 10.1.1.1, timeout is 2 seconds:
Success rate is 100 percent (5/5), round-trip min/avg/max = 1/1/1 ms
Type escape sequence to abort.

Sending 5, 100-byte ICMP Echos to 10.1.33.1, timeout is 2 seconds:
Success rate is 100 percent (5/5), round-trip min/avg/max = 1/1/4 ms
Type escape sequence to abort.

Sending 5, 100-byte ICMP Echos to 10.1.65.1, timeout is 2 seconds:
Success rate is 100 percent (5/5), round-trip min/avg/max = 1/1/4 ms
Type escape sequence to abort.

Sending 5, 100-byte ICMP Echos to 10.1.97.1, timeout is 2 seconds:
éﬂéééss rate is 100 percent (5/5), round-trip min/avg/max = 1/1/4 ms
Type escape sequence to abort.

Sending 5, 100-byte ICMP Echos to 10.1.129.1, timeout is 2 seconds:
éﬂéééss rate is 100 percent (5/5), round-trip min/avg/max = 1/1/4 ms
Type escape sequence to abort.

Sending 5, 100-byte ICMP Echos to 10.1.161.1, timeout is 2 seconds:
éﬂéééss rate is 100 percent (5/5), round-trip min/avg/max = 1/1/1 ms
Type escape sequence to abort.

Sending 5, 100-byte ICMP Echos to 172.16.124.1, timeout is 2 seconds:
Success rate is 100 percent (5/5), round-trip min/avg/max = 84/85/92 ms
Type escape sequence to abort.

Sending 5, 100-byte ICMP Echos to 10.2.1.1, timeout is 2 seconds:
Success rate is 100 percent (5/5), round-trip min/avg/max = 40/42/44 ms
Type escape sequence to abort.

Sending 5, 100-byte ICMP Echos to 10.2.33.1, timeout is 2 seconds:
Success rate is 100 percent (5/5), round-trip min/avg/max = 40/42/44 ms
Type escape sequence to abort.

Sending 5, 100-byte ICMP Echos to 10.2.65.1, timeout is 2 seconds:
Success rate is 100 percent (5/5), round-trip min/avg/max = 40/43/44 ms
Type escape sequence to abort.

Sending 5, 100-byte ICMP Echos to 10.2.97.1, timeout is 2 seconds:
Success rate is 100 percent (5/5), round-trip min/avg/max = 40/43/44 ms
Type escape sequence to abort.

Sending 5, 100-byte ICMP Echos to 10.2.129.1, timeout is 2 seconds:
Success rate is 100 percent (5/5), round-trip min/avg/max = 40/42/44 ms
Type escape sequence to abort.

Sending 5, 100-byte ICMP Echos to 10.2.161.1, timeout is 2 seconds:
Success rate is 100 percent (5/5), round-trip min/avg/max = 40/42/44 ms
Type escape sequence to abort.

Sending 5, 100-byte ICMP Echos to 172.16.124.2, timeout is 2 seconds:
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Success rate is 100 percent (5/5), round-trip min/avg/max = 40/42/44 ms
Type escape sequence to abort.

Sending 5, 100-byte ICMP Echos to 10.3.1.1, timeout is 2 seconds:
éﬂéééss rate is 100 percent (5/5), round-trip min/avg/max = 40/43/44 ms
Type escape sequence to abort.

Sending 5, 100-byte ICMP Echos to 10.3.33.1, timeout is 2 seconds:
é&éééss rate is 100 percent (5/5), round-trip min/avg/max = 40/43/44 ms
Type escape sequence to abort.

Sending 5, 100-byte ICMP Echos to 10.3.65.1, timeout is 2 seconds:
Success rate is 100 percent (5/5), round-trip min/avg/max = 40/42/44 ms
Type escape sequence to abort.

Sending 5, 100-byte ICMP Echos to 10.3.97.1, timeout is 2 seconds:
Success rate is 100 percent (5/5), round-trip min/avg/max = 40/41/44 ms
Type escape sequence to abort.

Sending 5, 100-byte ICMP Echos to 10.3.129.1, timeout is 2 seconds:
Success rate is 100 percent (5/5), round-trip min/avg/max = 40/42/44 ms
Type escape sequence to abort.

Sending 5, 100-byte ICMP Echos to 10.3.161.1, timeout is 2 seconds:
Success rate is 100 percent (5/5), round-trip min/avg/max = 40/43/44 ms
Type escape sequence to abort.

Sending 5, 100-byte ICMP Echos to 172.16.124.3, timeout is 2 seconds:
Success rate is 100 percent (5/5), round-trip min/avg/max = 40/42/44 ms
HQ(tch)# tclquit

East# tclsh
East(tcl)#foreach address {
+>(tc)#10.1.1.1
+>(tc#10.1.33.1
+>(tcl)#10.1.65.1
+>(tcl)#10.1.97.1
+>(tcl)#10.1.129.1
+>(tcl)#10.1.161.1
+>(tcH#172.16.124.1
+>(tc#10.2.1.1
+>(tcl)#10.2.33.1
+>(tc#10.2.65.1
+>(tc)#10.2.97.1
+>(tcl)#10.2.129.1
+>(tchH#10.2.161.1
+>(tc#172.16.124 .2
+>(tchH#10.3.1.1
+>(tc#10.3.33.1
+>(tc)#10.3.65.1
+>(tc#10.3.97.1
+>(tch)#10.3.129.1
+>(tc1)#10.3.161.1
+>(tcD#172.16.124.3
+>(tc)#} { ping $address }

Type escape sequence to abort.

Sending 5, 100-byte ICMP Echos to 10.1.1.1, timeout is 2 seconds:
Success rate is 100 percent (5/5), round-trip min/avg/max = 40/42/44 ms
Type escape sequence to abort.

Sending 5, 100-byte ICMP Echos to 10.1.33.1, timeout is 2 seconds:
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Success rate is 100 percent (5/5),

Type escape sequence to abort.
Sending 5, 100-byte ICMP Echos to

Success rate is 100 percent (5/5),

Type escape sequence to abort.
Sending 5, 100-byte ICMP Echos to

Success rate is 100 percent (5/5),

Type escape sequence to abort.
Sending 5, 100-byte ICMP Echos to

Success rate is 100 percent (5/5),

Type escape sequence to abort.
Sending 5, 100-byte ICMP Echos to

Success rate is 100 percent (5/5),

Type escape sequence to abort.
Sending 5, 100-byte ICMP Echos to

Success rate is 100 percent (5/5),

Type escape sequence to abort.
Sending 5, 100-byte ICMP Echos to

Success rate is 100 percent (5/5),

Type escape sequence to abort.
Sending 5, 100-byte ICMP Echos to

Success rate is 100 percent (5/5),

Type escape sequence to abort.
Sending 5, 100-byte ICMP Echos to

Success rate is 100 percent (5/5),

Type escape sequence to abort.
Sending 5, 100-byte ICMP Echos to

Success rate is 100 percent (5/5),

Type escape sequence to abort.
Sending 5, 100-byte ICMP Echos to

Success rate is 100 percent (5/5),

Type escape sequence to abort.
Sending 5, 100-byte ICMP Echos to

Success rate is 100 percent (5/5),

Type escape sequence to abort.
Sending 5, 100-byte ICMP Echos to

Success rate is 100 percent (5/5),

Type escape sequence to abort.
Sending 5, 100-byte ICMP Echos to

Success rate is 100 percent (5/5),

Type escape sequence to abort.
Sending 5, 100-byte ICMP Echos to

Success rate is 100 percent (5/5),

Type escape sequence to abort.
Sending 5, 100-byte ICMP Echos to

Success rate is 100 percent (5/5),

Type escape sequence to abort.
Sending 5, 100-byte ICMP Echos to
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round-trip min/avg/max = 40/42/44 ms
10.1.65.1, timeout iIs 2 seconds:
round-trip min/avg/max = 40/43/44 ms
10.1.97.1, timeout iIs 2 seconds:
round-trip min/avg/max = 40/43/44 ms
10.1.129.1, timeout is 2 seconds:
round-trip min/avg/max = 40/42/44 ms
10.1.161.1, timeout is 2 seconds:
round-trip min/avg/max = 40/41/44 ms
172.16.124.1, timeout is 2 seconds:
round-trip min/avg/max = 40/42/44 ms
10.2.1.1, timeout is 2 seconds:
round-trip min/avg/max = 1/1/4 ms
10.2.33.1, timeout is 2 seconds:
round-trip min/avg/max = 1/1/4 ms
10.2.65.1, timeout is 2 seconds:
round-trip min/avg/max = 1/1/4 ms
10.2.97.1, timeout is 2 seconds:
round-trip min/avg/max = 1/1/4 ms
10.2.129.1, timeout is 2 seconds:
round-trip min/avg/max = 1/1/4 ms
10.2.161.1, timeout is 2 seconds:
round-trip min/avg/max = 1/1/1 ms
172.16.124.2, timeout is 2 seconds:
round-trip min/avg/max = 84/84/88 ms
10.3.1.1, timeout is 2 seconds:
round-trip min/avg/max = 84/84/84 ms
10.3.33.1, timeout is 2 seconds:
round-trip min/avg/max = 84/85/92 ms
10.3.65.1, timeout is 2 seconds:
round-trip min/avg/max = 84/84/84 ms

10.3.97.1, timeout is 2 seconds:
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Success rate is 100 percent (5/5), round-trip min/avg/max = 84/84/88 ms
Type escape sequence to abort.

Sending 5, 100-byte ICMP Echos to 10.3.129.1, timeout is 2 seconds:
é&éééss rate is 100 percent (56/5), round-trip min/avg/max = 84/84/84 ms
Type escape sequence to abort.

Sending 5, 100-byte ICMP Echos to 10.3.161.1, timeout is 2 seconds:
éﬁéééss rate is 100 percent (5/5), round-trip min/avg/max = 84/84/84 ms
Type escape sequence to abort.

Sending 5, 100-byte ICMP Echos to 172.16.124.3, timeout is 2 seconds:
éﬁéééss rate is 100 percent (56/5), round-trip min/avg/max = 84/84/88 ms
East(tcl)# tclquit

West# tclsh
West(tc)#foreach address {

+>(tch)#10.1.1.1
+>(tc)#10.1.33.1
+>(tc#10.1.65.1
+>(tc)#10.1.97.1
+>(tc#10.1.129.1
+>(tcD#10.1.161.1
+>(tcD#172.16.124.1
+>(tchH#10.2.1.1
+>(tc)#10.2.33.1
+>(tc)#10.2.65.1
+>(tc#10.2.97.1
+>(tchH#10.2.129.1
+>(tc)#10.2.161.1
+>(tchH)#172.16.124.2
+>(tcl)#10.3.1.1
+>(tcl)#10.3.33.1
+>(tcl)#10.3.65.1
+>(tcl)#10.3.97.1
+>(tcl)#10.3.129.1
+>(tc#10.3.161.1

+>(tc)#172.16.124.3
+>(tcD#} { ping $address }

Type escape sequence to abort.

Sending 5, 100-byte ICMP Echos to 10.1.1.1, timeout is 2 seconds:
Success rate is 100 percent (5/5), round-trip min/avg/max = 40/42/44 ms
Type escape sequence to abort.

Sending 5, 100-byte ICMP Echos to 10.1.33.1, timeout is 2 seconds:
Success rate is 100 percent (5/5), round-trip min/avg/max = 40/42/44 ms
Type escape sequence to abort.

Sending 5, 100-byte ICMP Echos to 10.1.65.1, timeout is 2 seconds:
Success rate is 100 percent (5/5), round-trip min/avg/max = 40/42/44 ms
Type escape sequence to abort.

Sending 5, 100-byte ICMP Echos to 10.1.97.1, timeout is 2 seconds:
Success rate is 100 percent (5/5), round-trip min/avg/max = 40/43/44 ms
Type escape sequence to abort.

Sending 5, 100-byte ICMP Echos to 10.1.129.1, timeout is 2 seconds:
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Success rate is 100 percent (5/5),

Type escape sequence to abort.
Sending 5, 100-byte ICMP Echos to

Success rate is 100 percent (5/5),

Type escape sequence to abort.
Sending 5, 100-byte ICMP Echos to

Success rate is 100 percent (5/5),

Type escape sequence to abort.
Sending 5, 100-byte ICMP Echos to

Success rate is 100 percent (5/5),

Type escape sequence to abort.
Sending 5, 100-byte ICMP Echos to

Success rate is 100 percent (5/5),

Type escape sequence to abort.
Sending 5, 100-byte ICMP Echos to

Success rate is 100 percent (5/5),

Type escape sequence to abort.
Sending 5, 100-byte ICMP Echos to

Success rate is 100 percent (5/5),

Type escape sequence to abort.
Sending 5, 100-byte ICMP Echos to

Success rate is 100 percent (5/5),

Type escape sequence to abort.
Sending 5, 100-byte ICMP Echos to

Success rate is 100 percent (5/5),

Type escape sequence to abort.
Sending 5, 100-byte ICMP Echos to

Success rate is 100 percent (5/5),

Type escape sequence to abort.
Sending 5, 100-byte ICMP Echos to

Success rate is 100 percent (5/5),

Type escape sequence to abort.
Sending 5, 100-byte ICMP Echos to

Success rate is 100 percent (5/5),

Type escape sequence to abort.
Sending 5, 100-byte ICMP Echos to

Success rate is 100 percent (5/5),

Type escape sequence to abort.
Sending 5, 100-byte ICMP Echos to

Success rate is 100 percent (5/5),

Type escape sequence to abort.
Sending 5, 100-byte ICMP Echos to

Success rate is 100 percent (5/5),

Type escape sequence to abort.
Sending 5, 100-byte ICMP Echos to

Success rate is 100 percent (5/5),

Type escape sequence to abort.
Sending 5, 100-byte ICMP Echos to
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round-trip min/avg/max = 40/43/44 ms
10.1.161.1, timeout is 2 seconds:
round-trip min/avg/max = 40/43/44 ms
172.16.124.1, timeout is 2 seconds:
round-trip min/avg/max = 40/42/44 ms
10.2.1.1, timeout is 2 seconds:
round-trip min/avg/max = 84/84/88 ms
10.2.33.1, timeout is 2 seconds:
round-trip min/avg/max = 84/84/84 ms
10.2.65.1, timeout is 2 seconds:
round-trip min/avg/max = 84/85/92 ms
10.2.97.1, timeout is 2 seconds:
round-trip min/avg/max = 84/84/84 ms
10.2.129.1, timeout is 2 seconds:
round-trip min/avg/max = 84/84/88 ms
10.2.161.1, timeout is 2 seconds:
round-trip min/avg/max = 80/83/84 ms
172.16.124_2, timeout is 2 seconds:
round-trip min/avg/max = 84/84/84 ms
10.3.1.1, timeout is 2 seconds:
round-trip min/avg/max = 1/1/4 ms
10.3.33.1, timeout is 2 seconds:
round-trip min/avg/max = 1/1/4 ms
10.3.65.1, timeout iIs 2 seconds:
round-trip min/avg/max = 1/1/1 ms
10.3.97.1, timeout iIs 2 seconds:
round-trip min/avg/max = 1/1/4 ms
10.3.129.1, timeout is 2 seconds:
round-trip min/avg/max = 1/1/1 ms
10.3.161.1, timeout is 2 seconds:
round-trip min/avg/max = 1/1/1 ms

172.16.124.3, timeout is 2 seconds:
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Success rate is 100 percent (5/5), round-trip min/avg/max = 84/84/84 ms
West(tch)# tclquit

END OF LAB CONFIGS

HQ#show run
Building configuration...
1

Hostname HQ
I

interface Loopbackl
ip address 10.1.1.1 255.255.224.0

interface Loopback33
ip address 10.1.33.1 255.255.224.0

interface Loopback65
ip address 10.1.65.1 255.255.224.0

interface Loopback97
ip address 10.1.97.1 255.255.224.0

interface Loopbackl29
ip address 10.1.129.1 255.255.224.0

interface Loopbackl6l
ip address 10.1.161.1 255.255.224.0

interface Serial0/0/0

ip address 172.16.124.1 255.255.255.248
encapsulation frame-relay ietf

no ip split-horizon eigrp 1

ip summary-address eigrp 1 10.1.0.0 255.255.0.0 5
frame-relay map ip 172.16.124.1 102
frame-relay map ip 172.16.124.2 102 broadcast
frame-relay map ip 172.16.124.3 103 broadcast
no frame-relay inverse-arp

no shutdown
I
router eigrp 1

network 10.0.0.0

network 172.16.0.0

no auto-summary

neighbor 172.16.124_.3 Serial0/0/0

neighbor 172.16.124.2 Serial0/0/0

end

East#show run
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Building configuration...
I

hostname East
1

interface Loopbackl
ip address 10.2.1.1 255.255.224.0

interface Loopback33
ip address 10.2.33.1 255.255.224.0

interface Loopback65
ip address 10.2.65.1 255.255.224.0

interface Loopback97
ip address 10.2.97.1 255.255.224.0

interface Loopbackl29
ip address 10.2.129.1 255.255.224.0

interface Loopbackl6l
ip address 10.2.161.1 255.255.224.0

interface Serial0/0/0

ip address 172.16.124.2 255.255.255.248
encapsulation frame-relay ietf

ip summary-address eigrp 1 10.2.0.0 255.255.0.0 5
frame-relay map ip 172.16.124.1 201 broadcast
frame-relay map ip 172.16.124.2 201
frame-relay map ip 172.16.124.3 201 broadcast
no frame-relay inverse-arp

no shutdown

I

router eigrp 1

network 10.0.0.0

network 172.16.0.0

no auto-summary

neighbor 172.16.124.1 Serial0/0/0

I
end

West#show run
Building configuration. ..
1

Hostname West
!
interface Loopbackl
ip address 10.3.1.1 255.255.224.0

interface Loopback33
ip address 10.3.33.1 255.255.224.0

interface Loopback65
ip address 10.3.65.1 255.255.224.0

1
interface Loopback97

19-20 CCNP: Building Scalable Internetworks v5.0 - Lab 2-4b

Copyright © 2006, Cisco Systems, Inc



ip address 10.3.97.1 255.255.224.0

interface Loopbackl129
ip address 10.3.129.1 255.255.224.0

interface Loopbackl6l
ip address 10.3.161.1 255.255.224.0

interface Serial0/0/0

ip address 172.16.124_.3 255.255.255.248
encapsulation frame-relay ietf

ip summary-address eigrp 1 10.3.0.0 255.255.0.0 5
frame-relay map ip 172.16.124.1 301 broadcast
frame-relay map ip 172.16.124.2 301 broadcast
frame-relay map ip 172.16.124.3 301

no frame-relay inverse-arp

frame-relay Imi-type cisco

no shutdown

I

router eigrp 1

network 10.0.0.0

network 172.16.0.0

no auto-summary

neighbor 172.16.124_.1 Serial0/0/0

I
end
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Lab 2-5 EIGRP Authentication and Timers

Learning Objectives

Review basic configuration of EIGRP

Configure and verify EIGRP authentication parameters
Configure EIGRP hello interval and hold time

Verify the hello

Topology Diagram

Fa0/

VLAN1: 10.1.1.0/24

Fa0/3 -
Fa0/5

Loopback2: 192.168.2.2/24

S0/0/0 " S0/01
2 2 DCE
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3

1 o~ 50100

P S0/0/M1 172.16.13.0/29 DCE

Loopback1: 192.168.1.1/24 Loopback3: 192.168.3.3/24

Scenario

As a network engineer, you have weighed the benefits of routing protocols and
deployed EIGRP in your corporation’s network. Recently, a new Chief
Information Officer replaced the previous CIO and outlined a new network
policy detailing more robust security measures. The CIO has also drawn up
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specifications to allow more frequent checking between neighboring routers so
that fewer packets are lost in transit during times of instability.

Implement the CIO’s specifications on your network.
Step 1: Addressing

Using the addressing scheme in the diagram, apply IP addresses to the
loopback, serial, and Fast Ethernet interfaces on R1, R2, and R3. Set the
Frame Relay serial interface bandwidth on each router with the interface-level
command bandwidth bandwidth. Specify the bandwidth as 64 kbps on each
serial interface. Specify the clock rate on the DCE end of each serial link using
the command clock rate 64000.

You may cut and paste the following configurations into your routers to begin.
Since your interfaces may be numbered differently, you may need to change
the interface numbers.

R1:

1

interface Loopbackl

ip address 192.168.1.1 255.255.255.0

1

interface FastEthernet0/0

ip address 10.1.1.1 255.255.255.0

no shutdown

1

interface Serial0/0/0

bandwidth 64

ip address 172.16.12.1 255.255.255.248
clock rate 64000

no shutdown

1

interface Serial0/0/1

bandwidth 64

ip address 172.16.13.1 255.255.255.248

no shutdown
1

end

R2:
!
interface Loopback2
ip address 192.168.2.2 255.255.255.0
1

interface FastEthernet0/0

ip address 10.1.1.2 255.255.255.0

no shutdown

1

interface Serial0/0/0

bandwidth 64

ip address 172.16.12.2 255.255.255.248
no shutdown

1

interface Serial0/0/1

bandwidth 64

ip address 172.16.23.2 255.255.255.248

2-17 CCNP: Building Scalable Internetworks v5.0 - Lab 2-5 Copyright © 2006, Cisco Systems, Inc



clock rate 64000
no shutdown

1

end

R3:

1

interface Loopback3

ip address 192.168.3.3 255.255.255.0
1

interface FastEthernet0/0

ip address 10.1.1.3 255.255.255.0

no shutdown

1

interface Serial0/0/0

bandwidth 64

ip address 172.16.13.3 255.255.255.248
clock rate 64000

no shutdown
1

interface Serial0/0/1
bandwidth 64
ip address 172.16.23.3 255.255.255.248

no shutdown
1

end

Step 2: Configuring Basic EIGRP

Implement EIGRP AS 1 over the Fast Ethernet interfaces as you have
configured it for the other EIGRP labs. Run EIGRP on all connections in the lab.
Leave auto-summarization on. Advertise networks 10.0.0.0/8, 172.16.0.0/16,
192.168.1.0/24, 192.168.2.0/24, and 192.168.3.0/24 from their respective
routers.

Verify your configuration by using the show ip eigrp neighbors command to
check which routers have EIGRP adjacencies.

R1# show ip eigrp neighbors
IP-EIGRP neighbors for process 1

H Address Interface Hold Uptime SRTT RTO Q Seq
(sec) (ms) Cnt Num

3 10.1.1.3 Fa0/0 14 00:00:13 1276 5000 O 15

2 172.16.13.3 Se0/0/1 12 00:00:17 28 2280 0O 16

1 172.16.12.2 Se0/0/0 12 00:01:57 19 2280 O 35

0 10.1.1.2 Fa0/0 14 00:02:04 89 534 0 36

R2# show ip eigrp neighbors
IP-EIGRP neighbors for process 1

H Address Interface Hold Uptime SRTT RTO Q Seq
(sec) (ms) Cnt Num

3 10.1.1.3 Fa0/0 11 00:00:35 3 200 0 15

2 172.16.23.3 Se0/0/1 14 00:00:38 42 2280 0 17

1 172.16.12.1 Se0/0/0 14 00:02:18 15 2280 O 36

0 10.1.1.1 Fa0/0 10 00:02:26 1 200 0 34

R3# show ip eigrp neighbors
IP-EIGRP neighbors for process 1
H Address Interface Hold Uptime SRTT RTO Q Seq
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(sec) (ms) Cnt Num

3 10.1.1.2 Fa0/0 12 00:01:01 1028 5000 O 36
2 10.1.1.1 Fa0/0 12 00:01:01 4 200 0 34
1 172.16.23.2 Se0/0/1 11 00:01:03 834 5000 0O 37
0 172.16.13.1 Se0/0/0 13 00:01:04 25 2280 O 35

Did you get the output you expected?

Run the following TCL script on all routers to verify full connectivity:

foreach address {
10.1.1.1
172.16.12.1
172.16.13.1
192.168.1.1
10.1.1.2
172.16.12.2
172.16.23.2
192.168.2.2
10.1.1.3
172.16.13.3
172.16.23.3
192.168.3.3

} { ping $address }

If you have never used TCL scripts or need a refresher, see the TCL lab in the
routing module.

You get ICMP echo replies for every address pinged. Make sure you run the
TCL script on each router and get the output in Appendix A before you continue
with the lab.

Step 3: Configuring Authentication Keys

Before you configure a link to authenticate the EIGRP adjacencies, you must
configure the keys that are used for the authentication. EIGRP uses generic
router key chains that are available in Cisco 10S as storage locations for keys.
These classify keys into groups and enable keys to be easily changed
periodically without bringing down adjacencies.

Use the key chain name command in global configuration mode to create a
chain of keys with the label EIGRP-KEYS:

R1# conf t

R1(config)# key chain EIGRP-KEYS
R1(config-keychain)# key 1
R1(config-keychain-key)# key-string cisco

R2# conf t
R2(config)# key chain EIGRP-KEYS
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R2(config-keychain)# key 1
R2(config-keychain-key)# key-string cisco

R3# conf t

R3(config)# key chain EIGRP-KEYS
R3(config-keychain)# key 1
R3(config-keychain-key)# key-string cisco

Issue the show key chain command. You should have the same output on
every router.

R1# show key chain
Key-chain EIGRP-KEYS:
key 1 -- text *‘cisco”
accept lifetime (always valid) - (always valid) [valid now]
send lifetime (always valid) - (always valid) [valid now]

You can set a time span over which a key is sent to other routers and,
separately, over which a key is accepted from other routers. Although lifetime
values are not explored in the BSCI lab curriculum, you should keep it in mind
for production networks when you are rolling from one set of authentication
strings to another. For now, you simply want to authenticate the EIGRP
adjacencies for security reasons.

Step 4: Configuring EIGRP Link Authentication

When configuring EIGRP link authentication, you first need to apply the
authentication key chain to a specific autonomous system on an EIGRP
interface. Although this does not engage EIGRP authentication on an interface,
it associates a key chain with a particular autonomous system on an interface.
The command that is entered on the interface is ip authentication key-chain
eigrp as_number key_chain_label.

R1# conf t
Ri1(config)# interface serial 0/0/0
Ri(config-if)# ip authentication key-chain eigrp 1 EIGRP-KEYS

Now, apply the key chain to the interface with the ip authentication mode
eigrp as_number md5 command:

Ri(config-if)# ip authentication mode eigrp 1 md5

Apply these commands on all active EIGRP interfaces.

R1# conf t

R1(config)# interface serial 0/0/0

R1(config-if)# ip authentication key-chain eigrp 1 EIGRP-KEYS
Ri(config-if)# ip authentication mode eigrp 1 md5
Ri(config-if)# interface serial 0/0/1

Ri(config-if)# ip authentication key-chain eigrp 1 EIGRP-KEYS
R1i(config-if)# ip authentication mode eigrp 1 md5
Ri(config-if)# interface fastethernet 0/0

Ri(config-if)# ip authentication key-chain eigrp 1 EIGRP-KEYS
Ri(config-if)# ip authentication mode eigrp 1 md5
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R2# conf t

R2(config)# interface serial 0/0/0

R2(config-if)# ip authentication key-chain eigrp 1 EIGRP-KEYS
R2(config-if)# ip authentication mode eigrp 1 md5
R2(config-if)# interface serial 0/0/1

R2(config-if)# ip authentication key-chain eigrp 1 EIGRP-KEYS
R2(config-if)# ip authentication mode eigrp 1 md5
R2(config-if)# interface fastethernet 0/0

R2(config-if)# ip authentication key-chain eigrp 1 EIGRP-KEYS
R2(config-if)# ip authentication mode eigrp 1 md5

R3# conf t

R3(config)# interface serial 0/0/0

R3(config-if)# ip authentication key-chain eigrp 1 EIGRP-KEYS
R3(config-if)# ip authentication mode eigrp 1 md5
R3(config-if)# interface serial 0/0/1

R3(config-if)# ip authentication key-chain eigrp 1 EIGRP-KEYS
R3(config-if)# ip authentication mode eigrp 1 md5
R3(config-if)# interface fastethernet 0/0

R3(config-if)# ip authentication key-chain eigrp 1 EIGRP-KEYS
R3(config-if)# ip authentication mode eigrp 1 md5

Each of your EIGRP adjacencies should “flap” (go down and come back up)
when you implement md5 authentication on one side of the link before the other
side has been configured. In a production network, this causes some instability
during a configuration, so make sure you implement it outside of peak usage
times.

Check if this has been successfully implemented with the show ip eigrp
interfaces detail command:

R1# show ip eilgrp interfaces detail
IP-EIGRP interfaces for process 1

Xmit Queue Mean Pacing Time Multicast Pending
Interface Peers Un/Reliable SRTT Un/Reliable Flow Timer Routes
Fa0/0 2 0/0 3 0/1 50 0

Hello interval i1s 5 sec
Next xmit serial <none>
Un/reliable mcasts: 0/14 Un/reliable ucasts: 26/21
Mcast exceptions: 3 CR packets: 3 ACKs suppressed: 3
Retransmissions sent: 1 Out-of-sequence rcvd: 0O
Authentication mode is md5, key-chain is "EIGRP-KEYS"
Use multicast

Se0/0/0 1 0/0 4 0/12 50 0
Hello interval is 5 sec
Next xmit serial <none>
Un/reliable mcasts: 0/0 Un/reliable ucasts: 10/28
Mcast exceptions: 0 CR packets: 0 ACKs suppressed: 5
Retransmissions sent: 0 Out-of-sequence rcvd: 0O
Authentication mode is md5, key-chain is "EIGRP-KEYS"
Use unicast

Se0/0/1 1 0/0 1 0/12 50 0
Hello interval is 5 sec
Next xmit serial <none>
Un/reliable mcasts: 0/0 Un/reliable ucasts: 10/22
Mcast exceptions: 0O CR packets: 0 ACKs suppressed: 8
Retransmissions sent: 0 Out-of-sequence rcvd: 0
Authentication mode is md5, key-chain iIs "EIGRP-KEYS"
Use unicast
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R2# show ip eilgrp interfaces detail
IP-EIGRP interfaces for process 1

Xmit Queue Mean Pacing Time Multicast Pending
Interface Peers Un/Reliable SRTT Un/Reliable Flow Timer Routes
Fa0/0 2 0/0 4 0/10 50 0

Hello interval is 5 sec
Next xmit serial <none>
Un/reliable mcasts: 0/7 Un/reliable ucasts: 34/15
Mcast exceptions: 0 CR packets: 0 ACKs suppressed: 7
Retransmissions sent: 1 Out-of-sequence rcvd: 0O
Authentication mode is md5, key-chain is "EIGRP-KEYS"
Se0/0/0 1 0/0 1 0/12 50 (0]
Hello interval is 5 sec
Next xmit serial <none>
Un/reliable mcasts: 0/0 Un/reliable ucasts: 19/17
Mcast exceptions: 0O CR packets: 0 ACKs suppressed: 7
Retransmissions sent: 0 Out-of-sequence rcvd: 0O
Authentication mode is md5, key-chain is "EIGRP-KEYS"
Se0/0/1 1 0/0 3 0712 50 0
Hello interval is 5 sec
Next xmit serial <none>
Un/reliable mcasts: 0/0 Un/reliable ucasts: 11/9
Mcast exceptions: 0 CR packets: 0O ACKs suppressed: 4
Retransmissions sent: 0 Out-of-sequence rcvd: 0
Authentication mode is md5, key-chain Is "EIGRP-KEYS"

R3#show ip eigrp interfaces detail
IP-EIGRP interfaces for process 1

Xmit Queue Mean Pacing Time Multicast Pending
Interface Peers Un/Reliable SRTT Un/Reliable Flow Timer Routes
Fa0/0 2 0/0 2 0/1 50 0

Hello interval is 5 sec
Next xmit serial <none>
Un/reliable mcasts: 0/13 Un/reliable ucasts: 22/12
Mcast exceptions: 2 CR packets: 1 ACKs suppressed: 1
Retransmissions sent: 1 Out-of-sequence rcvd: 0O
Authentication mode is md5, key-chain is "EIGRP-KEYS"
Use multicast

Se0/0/0 1 0/0 1 0/12 50 0
Hello interval is 5 sec
Next xmit serial <none>
Un/reliable mcasts: 0/0 Un/reliable ucasts: 12/19
Mcast exceptions: 0 CR packets: 0 ACKs suppressed: 7
Retransmissions sent: 0 Out-of-sequence rcvd: 0
Authentication mode is md5, key-chain Is "EIGRP-KEYS"
Use unicast

Se0/0/1 1 0/0 4 0/12 50 0
Hello interval is 5 sec
Next xmit serial <none>
Un/reliable mcasts: 0/0 Un/reliable ucasts: 3/15
Mcast exceptions: 0 CR packets: 0 ACKs suppressed: 4
Retransmissions sent: 0 Out-of-sequence rcvd: 0
Authentication mode is md5, key-chain is "EIGRP-KEYS"
Use unicast

At this point, your interfaces are authenticating each adjacency with the EIGRP-
KEYS key chain. Make sure that you verify the number of neighbors out each
interface in the above output. Notice that the number of peers is the number of
adjacencies established out that interface.
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When EIGRP has a key chain associated with an autonomous system on a
given interface and EIGRP is authenticating its adjacencies, you have
successfully completed the initial work. Use the debug eigrp packets
command to see the authenticated Hellos.

Ri1#debug eigrp packets
EIGRP Packets debugging is on

(UPDATE, REQUEST, QUERY, REPLY, HELLO, IPXSAP, PROBE, ACK, STUB, SIAQUERY,
SI1AREPLY)
R1#
*0ct 4 16:10:51.090: EIGRP: Sending HELLO on Serial0/0/1
*0ct 4 16:10:51.090: AS 1, Flags 0x0, Seq 0/0 idbQ 0/0 iidbQ un/rely 0/0
*0ct 4 16:10:51.190: EIGRP: received packet with MD5 authentication, key id
1
*0ct 4 16:10:51.190: EIGRP: Received HELLO on Serial0/0/1 nbr 172.16.13.3
*0ct 4 16:10:51.190: AS 1, Flags 0x0, Seq 0/0 idbQ 0/0 iidbQ un/rely 0/0
peerQ un/rely 0/0
*Oct 4 16:10:51.854: EIGRP: received packet with MD5 authentication, key id
1
*Oct 4 16:10:51.854: EIGRP: Received HELLO on FastEthernet0/0 nbr 10.1.1.2
*0ct 4 16:10:51.854: AS 1, Flags 0x0, Seq 0/0 idbQ 0/0 iidbQ un/rely 0/0
peerQ un/rely 0/0
*0ct 4 16:10:53.046: EIGRP: received packet with MD5 authentication, key id
1

Issue the undebug all command to stop the debugging output.
Step 5: Manipulating EIGRP Timers

Your CIO also ordered you to change the hello and dead intervals on point-to-
point serial interfaces so that dead neighbors are detected in roughly half the

time that they are detected by default. To view the default timers, first use the
show ip eigrp interfaces detail command:

R1# show ip eigrp interfaces detail
IP-EIGRP interfaces for process 1

Xmit Queue Mean Pacing Time Multicast Pending
Interface Peers Un/Reliable SRTT Un/Reliable Flow Timer Routes
Fa0/0 2 0/0 1 0/1 50 0

Hello interval is 5 sec
Next xmit serial <none>
Un/reliable mcasts: 0/20 Un/reliable ucasts: 41/27
Mcast exceptions: 3 CR packets: 3 ACKs suppressed: 3
Retransmissions sent: 1 Out-of-sequence rcvd: 0O
Authentication mode is md5, key-chain is "EIGRP-KEYS"
Use multicast
Se0/0/0 1 0/0 17 10/380 448 0
Hello interval is 5 sec
Next xmit serial <none>
Un/reliable mcasts: 0/0 Un/reliable ucasts: 17/37
Mcast exceptions: 0 CR packets: 0 ACKs suppressed: 6
Retransmissions sent: 0 Out-of-sequence rcvd: 0O
Authentication mode is md5, key-chain is "EIGRP-KEYS"
Use unicast
Se0/0/1 1 0/0 11 10/380 416 0
Hello interval is 5 sec
Next xmit serial <none>
Un/reliable mcasts: 0/0 Un/reliable ucasts: 18/31
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Mcast exceptions: O CR packets: 0 ACKs suppressed: 8
Retransmissions sent: 0 Out-of-sequence rcvd: 0
Authentication mode is md5, key-chain is "EIGRP-KEYS"
Use unicast

On all of your interfaces, you get the default hello interval of 5 seconds for
point-to-point serial links regardless of the bandwidth, and 5 seconds for LAN
interfaces. Recall that the default hold time is three times the length of the hello
interval. If you change the EIGRP hello interval, the hold time interval does not
automatically change.

The hello interval determines how often outgoing EIGRP hellos are sent, while
the hold time monitors incoming hellos. You are more concerned with the hold
time than the hello interval, because the hold time detects a dead neighbor.
However, you also want the neighbors to send the same number of hellos as
under normal circumstances before declaring a neighbor dead.

What is the hold time you will configure?

What is the hello interval you intend to configure?

Change both the hello interval and the hold time for AS 1 for Serial 0/0/0 on R1
and R2 using the ip hello-interval eigrp 1 2 and ip hold-time eigrp 1 8
commands. Use the “?” to investigate what each parameter does.

R1# conf t

R1(config)# interface serial 0/0/0
Ri(config-if)# ip hello-interval eigrp 1 2
Ri(config-if)# ip hold-time eigrp 1 8

R2# conf t

R2(config)# interface serial 0/0/0
R2(config-if)# ip hello-interval eigrp 1 2
R2(config-if)# ip hold-time eigrp 1 8

Verify that the hello interval has been successfully changed with the show ip
eigrp 1 interfaces detail serial 0/0/0 command:

R1# show ip eigrp 1 interfaces detail serial 0/0/0
IP-EIGRP interfaces for process 1
Xmit Queue Mean Pacing Time Multicast Pending
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Interface Peers Un/Reliable SRTT Un/Reliable Flow Timer Routes
Se0/0/0 1 0/0 17 10/380 448 0

Hello interval is 2 sec

Next xmit serial <none>

Un/reliable mcasts: 0/0 Un/reliable ucasts: 17/37

Mcast exceptions: 0 CR packets: 0 ACKs suppressed: 6

Retransmissions sent: 0 Out-of-sequence rcvd: 0O

Authentication mode is md5, key-chain is "EIGRP-KEYS"

Use unicast

R2# show ip eigrp 1 interfaces detail serial 0/0/0
IP-EIGRP interfaces for process 1

Xmit Queue Mean Pacing Time Multicast Pending
Interface Peers Un/Reliable SRTT Un/Reliable Flow Timer Routes
Se0/0/0 1 0/0 26 10/380 472 0

Hello interval is 2 sec

Next xmit serial <none>

Un/reliable mcasts: 0/0 Un/reliable ucasts: 27/25
Mcast exceptions: 0 CR packets: 0 ACKs suppressed: 8
Retransmissions sent: 0 Out-of-sequence rcvd: 0
Authentication mode is md5, key-chain is "EIGRP-KEYS"

Verify that the hold time has been successfully changed with the show ip eigrp
neighbors command:

R1# show ip eigrp neighbors
IP-EIGRP neighbors for process 1

H Address Interface Hold Uptime SRTT RTO Q Seq
(sec) (ms) Cnt Num
3 172.16.13.3 Se0/0/1 11 01:18:21 11 2280 O 85
2 10.1.1.3 Fa0/0 13 01:18:24 1 200 0 84
1 10.1.1.2 Fa0/0 12 01:23:31 1 200 0 74
0 172.16.12.2 Se0/0/0 6 01:23:39 17 2280 O 73

R2# show ip eigrp neighbors
IP-EIGRP neighbors for process 1

H Address Interface Hold Uptime SRTT RTO Q Seq
(sec) (ms) Cnt Num
3 172.16.23.3 Se0/0/1 13 01:20:38 16 2280 O 83
2 10.1.1.3 Fa0/0 14 01:20:38 1 200 0 81
1 10.1.1.1 Fa0/0 13 01:25:45 1 200 O 109
0 172.16.12.1 Se0/0/0 6 01:25:53 26 2280 0 110

Configure the same hello interval and hold time on each active serial interface
in your topology.

Rl#conf t

Ri1(config)#interface serial 0/0/1
Ri(config-if)#ip hello-interval eigrp 1 2
Ri(config-if)#ip hold-time eigrp 1 8

R2#conf t

R2(config)#interface serial 0/0/1
R2(config-if)#ip hello-interval eigrp 1 2
R2(config-if)#ip hold-time eigrp 1 8

R3#conf t

R3(config)#interface serial 0/0/0
R3(config-if)#ip hello-interval eigrp 1 2
R3(config-if)#ip hold-time eigrp 1 8
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R3(config-if)#interface serial 0/0/1
R3(config-if)#ip hello-interval eigrp 1 2
R3(config-if)#ip hold-time eigrp 1 8

Make sure that all of your EIGRP neighbor relationships remain up during your
configuration. Use the show ip eigrp neighbors command to verify the hold
time, and the show ip eigrp interfaces detail command to verify the hello
interval, as you did above.

Finally, run the TCL script again to make sure you still have full connectivity
after making your changes to the EIGRP default configuration. Verify that you
still have full connectivity by checking the output of the TCL script against the
output in Appendix A. You should receive all ICMP echo replies back
successfully.

Appendix A: TCL Script Output

R1# tclsh

Ri(tcl)#foreach address {
+>(tch#10.1.1.1
+>(tcl)#172.16.12.1
+>(tc)#172.16.13.1
+>(tcl)#192.168.1.1
+>(tch)#10.1.1.2
+>(tcl)#172.16.12.2
+>(tcl)#172.16.23.2
+>(tcl)#192.168.2.2
+>(tc)#10.1.1.3
+>(tcl)#172.16.13.3
+>(tcl)#172.16.23.3
+>(tcl)#192.168.3.3
+>(tc)#} { ping $address }

Type escape sequence to abort.

Sending 5, 100-byte ICMP Echos to 10.1.1.1, timeout is 2 seconds:
Success rate is 100 percent (5/5), round-trip min/avg/max = 1/1/4 ms
Type escape sequence to abort.

Sending 5, 100-byte ICMP Echos to 172.16.12.1, timeout is 2 seconds:
Success rate is 100 percent (5/5), round-trip min/avg/max = 56/56/56 ms
Type escape sequence to abort.

Sending 5, 100-byte ICMP Echos to 172.16.13.1, timeout is 2 seconds:
Success rate is 100 percent (5/5), round-trip min/avg/max = 56/56/60 ms
Type escape sequence to abort.

Sending 5, 100-byte ICMP Echos to 192.168.1.1, timeout is 2 seconds:
Success rate is 100 percent (5/5), round-trip min/avg/max = 1/1/4 ms
Type escape sequence to abort.

Sending 5, 100-byte ICMP Echos to 10.1.1.2, timeout is 2 seconds:
é&éééss rate is 100 percent (56/5), round-trip min/avg/max = 1/2/4 ms
Type escape sequence to abort.

Sending 5, 100-byte ICMP Echos to 172.16.12.2, timeout is 2 seconds:
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Success rate is 100 percent (5/5), round-trip min/avg/max
Type escape sequence to abort.
Sending 5, 100-byte ICMP Echos to 172.16.23.2, timeout is
Success rate is 100 percent (5/5), round-trip min/avg/max
Type escape sequence to abort.
Sending 5, 100-byte ICMP Echos to 192.168.2.2, timeout is
Success rate is 100 percent (5/5), round-trip min/avg/max
Type escape sequence to abort.

2

28/28/28 ms

seconds:

12/15/16 ms

seconds:

1/2/4 ms

Sending 5, 100-byte ICMP Echos to 10.1.1.3, timeout is 2 seconds:

Success rate is 100 percent (5/5), round-trip min/avg/max
Type escape sequence to abort.

Sending 5, 100-byte ICMP Echos to 172.16.13.3, timeout is
Success rate is 100 percent (5/5), round-trip min/avg/max
Type escape sequence to abort.

Sending 5, 100-byte ICMP Echos to 172.16.23.3, timeout is
Success rate is 100 percent (5/5), round-trip min/avg/max
Type escape sequence to abort.

Sending 5, 100-byte ICMP Echos to 192.168.3.3, timeout is
Success rate is 100 percent (5/5), round-trip min/avg/max
Ri(tch)# tclquit

R1#

R2# tclsh

R2(tc)#

R2(tch)#foreach address {
+>(tc)#10.1.1.1
+>(tcD#172.16.12.1
+>(tcl)#172.16.13.1
+>(tcl)#192.168.1.1
+>(tc)#10.1.1.2
+>(tc)#172.16.12.2
+>(tc)#172.16.23.2
+>(tcl)#192.168.2.2
+>(tc)#10.1.1.3
+>(tc)#172.16.13.3
+>(tcl)#172.16.23.3
+>(tcl)#192.168.3.3
+>(tc)#} { ping $address }

Type escape sequence to abort.

2

1/72/74 ms
seconds:
28/28/32 ms
seconds:
1/2/4 ms

seconds:

1/2/4 ms

Sending 5, 100-byte ICMP Echos to 10.1.1.1, timeout is 2 seconds:

Success rate is 100 percent (5/5), round-trip min/avg/max
Type escape sequence to abort.
Sending 5, 100-byte ICMP Echos to 172.16.12.1, timeout is
Success rate is 100 percent (5/5), round-trip min/avg/max
Type escape sequence to abort.
Sending 5, 100-byte ICMP Echos to 172.16.13.1, timeout is
é&éééss rate is 100 percent (5/5), round-trip min/avg/max
Type escape sequence to abort.
Sending 5, 100-byte ICMP Echos to 192.168.1.1, timeout is
Success rate is 100 percent (5/5), round-trip min/avg/max
Type escape sequence to abort.

2

2

1/2/4 ms

seconds:

28/28/32 ms

seconds:

12/14/16 ms

seconds:

1/1/4 ms

Sending 5, 100-byte ICMP Echos to 10.1.1.2, timeout is 2 seconds:

CCNP: Building Scalable Internetworks v5.0 - Lab 2-5

Copyright © 2006, Cisco Systems, Inc



Success rate is 100 percent (5/5), round-trip min/avg/max = 1/1/1 ms
Type escape sequence to abort.

Sending 5, 100-byte ICMP Echos to 172.16.12.2, timeout is 2 seconds:
Success rate is 100 percent (5/5), round-trip min/avg/max = 56/56/56 ms
Type escape sequence to abort.

Sending 5, 100-byte ICMP Echos to 172.16.23.2, timeout is 2 seconds:
Success rate is 100 percent (5/5), round-trip min/avg/max = 56/56/56 ms
Type escape sequence to abort.

Sending 5, 100-byte ICMP Echos to 192.168.2.2, timeout is 2 seconds:
Success rate is 100 percent (5/5), round-trip min/avg/max
Type escape sequence to abort.

Sending 5, 100-byte ICMP Echos to 10.1.1.3, timeout is 2 seconds:
Success rate is 100 percent (5/5), round-trip min/avg/max = 1/1/4 ms
Type escape sequence to abort.

Sending 5, 100-byte ICMP Echos to 172.16.13.3, timeout is 2 seconds:
éﬂéééss rate is 100 percent (5/5), round-trip min/avg/max = 12/16/24 ms
Type escape sequence to abort.

Sending 5, 100-byte ICMP Echos to 172.16.23.3, timeout is 2 seconds:
éﬂéééss rate is 100 percent (5/5), round-trip min/avg/max = 28/28/32 ms
Type escape sequence to abort.

Sending 5, 100-byte ICMP Echos to 192.168.3.3, timeout is 2 seconds:

1/1/4 ms

éﬂéééss rate is 100 percent (5/5), round-trip min/avg/max = 1/1/4 ms
R2(tch# tclquit
R2#

R3# tclsh

R3(tch#

R3(tch)#foreach address {
+>(tch)#10.1.1.1
+>(tcDH#172.16.12.1
+>(tc)#172.16.13.1
+>(tcl)#192.168.1.1
+>(tc)#10.1.1.2
+>(tc)#172.16.12.2
+>(tc)#172.16.23.2
+>(tcl)#192.168.2.2
+>(tc)#10.1.1.3
+>(tc)#172.16.13.3
+>(tc)#172.16.23.3
+>(tcl)#192.168.3.3
+>(tc)#} { ping $address }

Type escape sequence to abort.

Sending 5, 100-byte ICMP Echos to 10.1.1.1, timeout is 2 seconds:
Success rate is 100 percent (5/5), round-trip min/avg/max = 1/2/4 ms
Type escape sequence to abort.

Sending 5, 100-byte ICMP Echos to 172.16.12.1, timeout is 2 seconds:
Success rate is 100 percent (5/5), round-trip min/avg/max = 1/1/4 ms
Type escape sequence to abort.

Sending 5, 100-byte ICMP Echos to 172.16.13.1, timeout is 2 seconds:
Success rate is 100 percent (5/5), round-trip min/avg/max = 28/28/28 ms
Type escape sequence to abort.
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Sending 5, 100-byte ICMP Echos to 192.168.1.1, timeout is
Success rate is 100 percent (5/5), round-trip min/avg/max
Type escape sequence to abort.

2 seconds:

= 1/2/4 ms

Sending 5, 100-byte ICMP Echos to 10.1.1.2, timeout is 2 seconds:

Success rate is 100 percent (5/5), round-trip min/avg/max
Type escape sequence to abort.
Sending 5, 100-byte ICMP Echos to 172.16.12.2, timeout is
Success rate is 100 percent (5/5), round-trip min/avg/max
Type escape sequence to abort.
Sending 5, 100-byte ICMP Echos to 172.16.23.2, timeout is
Success rate is 100 percent (5/5), round-trip min/avg/max
Type escape sequence to abort.
Sending 5, 100-byte ICMP Echos to 192.168.2.2, timeout is
Success rate is 100 percent (5/5), round-trip min/avg/max
Type escape sequence to abort.

= 1/1/1 ms

2 seconds:

= 1/1/4 ms

2 seconds:

= 28/28/28 ms

2 seconds:

= 1/1/4 ms

Sending 5, 100-byte ICMP Echos to 10.1.1.3, timeout is 2 seconds:

Success rate is 100 percent (5/5), round-trip min/avg/max
Type escape sequence to abort.

Sending 5, 100-byte ICMP Echos to 172.16.13.3, timeout is
Success rate is 100 percent (5/5), round-trip min/avg/max
Type escape sequence to abort.

Sending 5, 100-byte ICMP Echos to 172.16.23.3, timeout is
é&éééss rate is 100 percent (5/5), round-trip min/avg/max
Type escape sequence to abort.

Sending 5, 100-byte ICMP Echos to 192.168.3.3, timeout is
é&éééss rate is 100 percent (5/5), round-trip min/avg/max
R3(tch# tclquit

R3#

END OF LAB CONFIGS

R1#show run
Building configuration. ..

hostname R1

key chain EIGRP-KEYS
key 1
key-string cisco

terface Loopbackl
ip address 192.168.1.1 255.255.255.0

terface FastEthernet0/0

p address 10.1.1.1 255.255.255.0

p authentication mode eigrp 1 md5

p authentication key-chain eigrp 1 EIGRP-KEYS
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no shutdown

interface Serial0/0/0

bandwidth 64

ip address 172.16.12.1 255.255.255.248

ip hello-interval eigrp 1 2

ip hold-time eigrp 1 8

ip authentication mode eigrp 1 md5

ip authentication key-chain eigrp 1 EIGRP-KEYS
clock rate 64000

no shutdown

interface Serial0/0/1

bandwidth 64

ip address 172.16.13.1 255.255.255.248

ip hello-interval eigrp 1 2

ip hold-time eigrp 1 8

ip authentication mode eigrp 1 md5

ip authentication key-chain eigrp 1 EIGRP-KEYS
no shutdown

router eigrp 1
network 10.0.0.0
network 172.16.0.0
network 192.168.1.0
no auto-summary
1

end

R2#show run
Building configuration...
I

Hostname R2
1
key chain EIGRP-KEYS
key 1
key-string cisco

interface Loopback?2

ip address 192.168.2.2 255.255.255.0
1
interface FastEthernet0/0

ip address 10.1.1.2 255.255.255.0

ip authentication mode eigrp 1 md5

ip authentication key-chain eigrp 1 EIGRP-KEYS
no shutdown

interface Serial0/0/0

bandwidth 64

ip address 172.16.12.2 255.255.255.248

ip hello-interval eigrp 1 2

ip hold-time eigrp 1 8

ip authentication mode eigrp 1 md5

ip authentication key-chain eigrp 1 EIGRP-KEYS
no shutdown
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interface Serial0/0/1
bandwidth 64
ip address 172.16.23.2 255.255.255.248
ip hello-interval eigrp 1 2
ip hold-time eigrp 1 8
ip authentication mode eigrp 1 md5
ip authentication key-chain eigrp 1 EIGRP-KEYS
clock rate 64000
no shutdown
I
router eigrp 1
network 10.0.0.0
network 172.16.0.0
network 192.168.2.0
no auto-summary
1
end

R3#show run
Building configuration...
1

Hostname R3
!
key chain EIGRP-KEYS
key 1
key-string cisco

interface Loopback3

ip address 192.168.3.3 255.255.255.0
1
interface FastEthernet0/0

ip address 10.1.1.3 255.255.255.0

ip authentication mode eigrp 1 md5

ip authentication key-chain eigrp 1 EIGRP-KEYS
no shutdown

interface Serial0/0/0

bandwidth 64

ip address 172.16.13.3 255.255.255.248

ip hello-interval eigrp 1 2

ip hold-time eigrp 1 8

ip authentication mode eigrp 1 md5

ip authentication key-chain eigrp 1 EIGRP-KEYS
clock rate 64000

no shutdown

1

interface Serial0/0/1

bandwidth 64

ip address 172.16.23.3 255.255.255.248

ip hello-interval eigrp 1 2

ip hold-time eigrp 1 8

ip authentication mode eigrp 1 md5

ip authentication key-chain eigrp 1 EIGRP-KEYS
no shutdown

router eigrp 1
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network 10.0.0.0
network 172.16.0.0
network 192.168.3.0
no auto-summary

end
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Lab 3-1 Single-Area OSPF Link Costs and Interface Priorities

Learning Objectives

Configure single-area OSPF on a router

Advertise loopback interfaces into OSPF

Verify OSPF adjacencies

Verify OSPF routing information exchange

Modify OSPF link costs

Change interface priorities

Utilize debugging commands for troubleshooting OSPF

Topology
Fa0/
VLAN1: 10.1.200.0/24
Fa0/3 ™
2
Fa0/0
Loopback2: 10.1.2.1/24
S0/0/0
9
A|so/0n .\’@ 3
Fa0/0| DCE N
A
Loopback1: 10.1.1.1/24 Loopback3: 10.1.3.1/24

Scenario

You are responsible for configuring the new network to connect your company’s
Engineering, Marketing, and Accounting departments, represented by the
loopback interfaces on each of the three routers. The physical devices have just
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been installed and connected by Fast Ethernet and serial cables. Configure
OSPF to allow full connectivity between all departments.

You will be using the same physical topology for the labs in this module, so
save your configuration for use in the next lab exercise.

Step 1: Addressing

Using the addressing scheme in the diagram, apply IP addresses to the Fast
Ethernet interfaces on R1, R2, and R3. Create Loopbackl on R1, Loopback?2
on R2, and Loopback3 on R3 and address them according to the diagram.

R1# configure terminal

R1(config)# interface Loopbackl

R1(config-if)# description Engineering Department
Ri(config-if)# ip address 10.1.1.1 255.255.255.0
Ri(config-if)# exit

Ri(config)# interface FastEthernet0/0
R1(config-if)# ip address 10.1.100.1 255.255.255.0
Ri(config-if)# no shutdown

R2# configure terminal

R2(config)# interface Loopback?2

R2(config-if)# description Marketing Department
R2(config-if)# ip address 10.1.2.1 255.255.255.0
R2(config-if)# exit

R2(config)# interface FastEthernet0/0
R2(config-if)# ip address 10.1.100.2 255.255.255.0
R2(config-if)# no shutdown

R3# configure terminal

R3(config)# interface Loopback3

R3(config-if)# description Accounting Department
R3(config-if)# ip address 10.1.3.1 255.255.255.0
R3(config-if)# exit

R3(config)# interface FastEthernet0/0
R3(config-if)# ip address 10.1.100.3 255.255.255.0
R3(config-if)# no shutdown

Leave the switch in its default (blank) configuration. By default, all switchports
are in VLAN1 and are not administratively down.

Also configure the serial interfaces with the IP addresses given in the diagram.
Remember to add the clockrate command where appropriate.

R1(config)# interface Serial 0/0/0

Ri(config-if)# ip address 10.1.100.1 255.255.255.0
R1(config-if)# clockrate 64000

R1(config-if)# no shutdown

R2(config)# interface Serial 0/0/0

R2(config-if)# ip address 10.1.100.2 255.255.255.0
R2(config-if)# no shutdown

Verify that the line protocols of each interface are up and that you can reliably
ping across each link.
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Step 2: Adding Physical Interfaces to OSPF

After all your IP addressing is set up and you have local subnet connectivity,
you can configure OSPF process 1. To enter the OSPF configuration prompt,
use the command router ospf process_number. The process number is a
locally significant number that does not affect how OSPF works. For this lab,
use process number 1 on all your routers.

Next, add interfaces with the network address wildcard _mask area area
command. The address can be any IP address. The mask is an inverse mask,
similar to the kind used in an access list. The area is the OSPF area you want
to put the interface into. For this lab, we will use area 0, the backbone area, for
all interfaces. This command can be very confusing at first. What it means is
that any interface with an IP that matches the address and wildcard mask
combination in the network statement is added to the OSPF process in that
area.

The command network 10.1.200.1 0.0.0.0 area 0 adds any interface with the
IP address of 10.1.200.1 to the OSPF process into area 0. The wildcard mask
of 0.0.0.0 means that all 32 bits of the IP address have to be an exact match. A
0 bit in the wildcard mask means the bit in that portion of the interface IP has to
match the address. A 1 bit in the wildcard mask means that the bit in the
interface IP does not have to match that portion of the IP address.

The command network 10.1.100.0 0.0.0.255 area 0 means that any interface
whose IP address matches 10.1.100.0 for the first 3 octets will match the
command and add it to area 0. The last octet is all 1s, because in the wildcard
mask it is 255. This means that an interface with an IP of 10.1.100.1,
10.1.100.2, or 10.1.100.250 would match this address and wildcard
combination and get added to OSPF-.

The wildcard mask does not have to be the inverse of the subnet mask of an
interface IP, although it can be helpful. An easy way to calculate a wildcard
mask from the subnet mask is to subtract 255 minus the octet value for each
octet,. A subnet mask of 255.255.255.252 (/30) becomes 0.0.0.3 to capture all
interfaces on that subnet. This is because 255 — 255 = 0, and 255 — 252 = 3.

When configuring OSPF, enter the commands on R1. Then exit to privileged
exec mode and type debug ip ospf adj. This command lets you watch OSPF
neighbors come up and see neighbor relationships.

R1(config)# router ospf 1
Ri1(config-router)# network 10.1.100.
R1(config-router)# network 10.1.200.
Ri1(config-router)# end

R1#

*0ct 2 09:19:16.351: %SYS-5-CONFIG_I: Configured from console by console
R1# debug ip ospf adj

OSPF adjacency events debugging is on

55 area O

0 0.0.0.2
1 0.0.0.0 area O
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Now, add your network statements to the other two routers.

R2(config)# router ospf 1
R2(config-router)# network 10.1.100.0 0.0.0.255 area O
R2(config-router)# network 10.1.200.0 0.0.0.255 area O

R3(config)# router ospf 1
R3(config-router)# network 10.1.200.0 0.0.0.255 area O

Observe the debug output on R1. When you are done looking at this, you can
turn off debugging on R1 with undebug all.

What advantage is gained from adding networks with a wildcard mask instead
of using classful network addresses?

Step 3: OSPF show Commands

Some show commands are very useful for OSPF. The show ip protocols
command displays basic high-level routing protocol information. The following
shows information about OSPF:

R1# show ip protocols
Routing Protocol is "ospf 1"
Outgoing update filter list for all interfaces iIs not set
Incoming update filter list for all interfaces is not set
Router ID 10.1.1.1
Number of areas in this router is 1. 1 normal O stub O nssa
Maximum path: 4
Routing for Networks:
10.1.100.0 0.0.0.255 area O
10.1.200.1 0.0.0.0 area O
Reference bandwidth unit is 100 mbps
Routing Information Sources:
Gateway Distance Last Update
10.1.2.1 110 00:04:21
Distance: (default is 110)

Another useful command when looking at OSPF is show ip ospf:

R1# show ip ospf

Routing Process "ospf 1" with ID 10.1.1.1

Start time: 00:17:44.612, Time elapsed: 00:10:51.408
Supports only single TOS(TOSO) routes

Supports opaque LSA

Supports Link-local Signaling (LLS)

Supports area transit capability

Router is not originating router-LSAs with maximum metric
Initial SPF schedule delay 5000 msecs

Minimum hold time between two consecutive SPFs 10000 msecs
Maximum wait time between two consecutive SPFs 10000 msecs
Incremental -SPF disabled
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Minimum LSA interval 5 secs
Minimum LSA arrival 1000 msecs
LSA group pacing timer 240 secs
Interface flood pacing timer 33 msecs
Retransmission pacing timer 66 msecs
Number of external LSA 0. Checksum Sum 0x000000
Number of opaque AS LSA 0. Checksum Sum 0x000000
Number of DCbitless external and opaque AS LSA O
Number of DoNotAge external and opaque AS LSA O
Number of areas in this router is 1. 1 normal O stub O nssa
Number of areas transit capable is O
External flood list length O
Area BACKBONE(0)
Number of interfaces in this area is 2
Area has no authentication
SPF algorithm last executed 00:03:21.132 ago
SPF algorithm executed 5 times
Area ranges are
Number of LSA 4. Checksum Sum 0x021A30
Number of opaque link LSA 0. Checksum Sum 0x000000
Number of DCbitless LSA O
Number of indication LSA O
Number of DoNotAge LSA O
Flood list length O

Notice the router ID listed in the show output. The router ID of R1is 10.1.1.1,
even though we have not added this loopback into the OSPF process. The
router chooses the router ID using the highest IP on a loopback interface when
OSPF is configured. If an additional higher IP address loopback interface is
added after OSPF is turned on, it does not become the router ID unless the
router is reloaded. If there are no loopback interfaces present on the router, the
router takes the highest available IP address on an interface. If there are no IP
addresses assigned to interfaces, the OSPF process does not start.

The show ip ospf neighbor command displays important neighbor status,
including adjacency state, address, router ID, and connected interface:

R1# show ip ospf neighbor

Neighbor 1D Pri State Dead Time  Address Interface
10.1.2.1 1 FULL/DR 00:00:33 10.1.200.2 FastEthernet0/0
10.1.3.1 1  FULL/DROTHER 00:00:32 10.1.200.3 FastEthernet0/0
10.1.2.1 0 FULL/ - 00:00:33 10.1.100.2 Serial0/0/0

If you need more detail, use show ip ospf neighbor detail, which shows more
than just the standard one-line summaries of neighbors. However, in many
instances, the regular command gives you all that you need.

Another helpful command is show ip ospf interface interface_type number.
This command shows interface timers and network types. Here is the output for
R1 f0/0:

R1# show ip ospf interface FastEthernet 0/0

FastEthernet0/0 is up, line protocol is up
Internet Address 10.1.200.1/24, Area O
Process ID 1, Router ID 10.1.1.1, Network Type BROADCAST, Cost: 1
Transmit Delay is 1 sec, State BDR, Priority 1
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Designated Router (ID) 10.1.2.1, Interface address 10.1.200.2
Backup Designated router (ID) 10.1.1.1, Interface address 10.1.200.1
Timer intervals configured, Hello 10, Dead 40, Wait 40, Retransmit 5
oob-resync timeout 40
Hello due in 00:00:09
Supports Link-local Signaling (LLS)
Index 2/2, flood queue length O
Next 0x0(0)/0x0(0)
Last flood scan length is 0, maximum is 2
Last flood scan time is 0 msec, maximum is O msec
Neighbor Count is 2, Adjacent neighbor count is 2
Adjacent with neighbor 10.1.2.1 (Designated Router)
Adjacent with neighbor 10.1.3.1
Suppress hello for 0 neighbor(s)

Another useful command is show ip ospf database, which displays the various
LSAs in the OSPF database, organized by area and type.
R1# show ip ospf database

OSPF Router with ID (10.1.1.1) (Process ID 1)

Router Link States (Area 0)

Link ID ADV Router Age Seq# Checksum Link count
10.1.1.1 10.1.1.1 123 0x80000005 0x00546C 4
10.1.2.1 10.1.2.1 112 0x80000004 0x006C51 4
10.1.3.1 10.1.3.1 106 0x80000004 0OxO00F94C 2

Net Link States (Area 0)

Link ID ADV Router Age Seq# Checksum
10.1.200.2 10.1.2.1 725 0x80000002 0x00D74F

Step 4: Adding Loopback Interfaces to OSPF

All three routers have loopback interfaces, but they are not yet advertised in the
routing process. You can verify this with show ip route on your three routers.

R1# show ip route
Codes: C - connected, S - static, R - RIP, M - mobile, B - BGP

D - EIGRP, EX - EIGRP external, O - OSPF, IA - OSPF iInter area

N1 - OSPF NSSA external type 1, N2 - OSPF NSSA external type 2

E1 - OSPF external type 1, E2 - OSPF external type 2
i - 1S-1S, su - IS-1S summary, L1 - 1S-IS level-1, L2 - IS-IS level-2
ia - IS-1IS inter area, * - candidate default, U - per-user static route
0 - ODR, P - periodic downloaded static route

Gateway of last resort is not set

10.0.0.0/24 is subnetted, 3 subnets
C 10.1.1.0 is directly connected, Loopbackl
C 10.1.100.0 is directly connected, Serial0/0/0
C 10.1.200.0 is directly connected, FastEthernet0/0

R2# show ip route

Codes: C - connected, S - static, R - RIP, M - mobile, B - BGP
D - EIGRP, EX - EIGRP external, O - OSPF, 1A - OSPF inter area
N1 - OSPF NSSA external type 1, N2 - OSPF NSSA external type 2
E1l - OSPF external type 1, E2 - OSPF external type 2

i - I1S-1S, su - IS-1IS summary, L1 - 1S-1S level-1, L2 - IS-IS level-2
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ia - IS-1S inter area, * - candidate default, U - per-user static route
0 - ODR, P - periodic downloaded static route

Gateway of last resort is not set

10.0.0.0/24 is subnetted, 3 subnets
C 10.1.2.0 is directly connected, Loopback2
C 10.1.100.0 is directly connected, Serial0/0/0
C 10.1.200.0 is directly connected, FastEthernet0/0

R3# show ip route
Codes: C - connected, S - static, R - RIP, M - mobile, B - BGP

D - EIGRP, EX - EIGRP external, O - OSPF, 1A - OSPF inter area

N1 - OSPF NSSA external type 1, N2 - OSPF NSSA external type 2

E1l - OSPF external type 1, E2 - OSPF external type 2
i - I1S-1S, su - IS-1S summary, L1 - 1S-1IS level-1, L2 - IS-IS level-2
ia - IS-1S inter area, * - candidate default, U - per-user static route
0 - ODR, P - periodic downloaded static route

Gateway of last resort is not set

10.0.0.0/24 is subnetted, 3 subnets

C 10.1.3.0 is directly connected, Loopback3

0 10.1.100.0 [110/65] via 10.1.200.2, 00:06:39, FastEthernet0/0
[110/65] via 10.1.200.1, 00:06:39, FastEthernet0/0

C 10.1.200.0 is directly connected, FastEthernet0/0

For each of the routers, the only loopback address that comes up is the locally
connected one. We can add these into the routing process with the network
command previously used to add the physical interfaces.

R1(config)# router ospf 1
Ri1(config-router)# network 10.1.1.0 0.0.0.255 area 0O

R2(config)# router ospf 1
R2(config-router)# network 10.1.2.0 0.0.0.255 area 0

R3(config)# router ospf 1
R3(config-router)# network 10.1.3.0 0.0.0.255 area 0O

Verify that these networks have been added to the routing table using the show
ip route command:

R1# show ip route
Codes: C - connected, S - static, R - RIP, M - mobile, B - BGP

D - EIGRP, EX - EIGRP external, O - OSPF, IA - OSPF inter area

N1 - OSPF NSSA external type 1, N2 - OSPF NSSA external type 2

E1l - OSPF external type 1, E2 - OSPF external type 2
i - I1S-1S, su - IS-1S summary, L1 - 1S-1IS level-1, L2 - IS-IS level-2
ia - IS-1S inter area, * - candidate default, U - per-user static route
0 - ODR, P - periodic downloaded static route

Gateway of last resort is not set

10.0.0.0/8 is variably subnetted, 5 subnets, 2 masks
10.1.2.1 [110/2] via 10.1.200.2, 00:00:03, FastEthernet0/0
10.1.3.1 [110/2] via 10.1.200.3, 00:00:03, FastEthernet0/0
10.1.1.0/24 is directly connected, Loopbackl
10.1.100.0/24 is directly connected, Serial0/0/0
10.1.200.0/24 is directly connected, FastEthernet0/0

O0O0OO0O0
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Now you can see the loopbacks of the other routers, but their subnet mask is
incorrect, because the default network type on loopback interfaces advertises
them as /32 (host) routes. To change this, go to the interface configuration
mode of each loopback and use the ip ospf network point-to-point command.
After the routes propagate, you see the correct subnet masks associated with
those loopback interfaces.

R1(config)# interface loopbackl
Ri(config-if)# ip ospf network point-to-point

R2(config)# interface loopback?2
R2(config-if)# ip ospf network point-to-point

R3(config)# interface loopback3
R3(config-if)# ip ospf network point-to-point

R1# show ip route
Codes: C - connected, S - static, R - RIP, M - mobile, B - BGP

D - EIGRP, EX - EIGRP external, O - OSPF, IA - OSPF inter area

N1 - OSPF NSSA external type 1, N2 - OSPF NSSA external type 2

E1 - OSPF external type 1, E2 - OSPF external type 2
i - I1S-1S, su - IS-1S summary, L1 - 1S-1IS level-1, L2 - IS-IS level-2
ia - IS-1S inter area, * - candidate default, U - per-user static route
0 - ODR, P - periodic downloaded static route

Gateway of last resort is not set

10.0.0.0/24 is subnetted, 5 subnets
10.1.3.0 [110/2] via 10.1.200.3, 00:00:01, FastEthernet0/0
10.1.2.0 [110/2] via 10.1.200.2, 00:00:01, FastEthernet0/0
10.1.1.0 is directly connected, Loopbackl
10.1.100.0 is directly connected, Serial0/0/0
10.1.200.0 is directly connected, FastEthernet0/0

O0O0OO0O0

Step 5: Modifying Link Costs in OSPF

When you use the show ip route command on R1, you see that the most direct
route to R2’s loopback is through its Ethernet connection. Next to this route is a
pair in the form [administrative distance / metric ]. The administrative distance is
110, the default administrative distance of OSPF on Cisco routers. The metric
depends on the link type. OSPF picks the route with the lowest metric, which is
a sum of link costs. You can modify a single link cost by using the interface-
level command ip ospf cost cost. Use this on both ends of the link. In the
following commands, the link cost of the Ethernet connection between the three
routers is changed to a cost of 50. Notice the change in the metrics in the
routing table.

Ri(config)# interface fastEthernet 0/0
R1(config-if)# ip ospf cost 50

R2(config)# interface fastEthernet 0/0
R2(config-if)# ip ospf cost 50

R3(config)# interface fastEthernet 0/0
R3(config-if)# ip ospf cost 50
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R1# show ip route

Codes: C - connected, S - static, R - RIP, M - mobile, B - BGP
D - EIGRP, EX - EIGRP external, O - OSPF, 1A - OSPF inter area
N1 - OSPF NSSA external type 1, N2 - OSPF NSSA external type 2
E1l - OSPF external type 1, E2 - OSPF external type 2
i - IS-1S, su - IS-1S summary, L1 - 1S-1S level-1, L2 - IS-IS level-2
ia - IS-1S inter area, * - candidate default, U - per-user static route
0 - ODR, P - periodic downloaded static route

Gateway of last resort is not set

10.0.0.0/24 is subnetted, 5 subnets
10.1.3.0 [110/51] via 10.1.200.3, 00:01:40, FastEthernet0/0
10.1.2.0 [110/51] via 10.1.200.2, 00:01:40, FastEthernet0/0
10.1.1.0 is directly connected, Loopbackl
10.1.100.0 is directly connected, Serial0/0/0
10.1.200.0 is directly connected, FastEthernet0/0

OO0OO0O0

For reference, here are some default link costs (taken from Cisco.com):

o 56-kbps serial link—Default cost is 1785.

»  64-kbps serial link—Default cost is 1562.

e T1 (1.544-Mbps serial link)—Default cost is 64.
* E1(2.048-Mbps serial link)—Default cost is 48.
e 4-Mbps Token Ring—Default cost is 25.

» Ethernet—Default cost is 10.

* 16-Mbps Token Ring—Default cost is 6.

* FDDI—Default cost is 1.

»  X25—Default cost is 5208.

* Asynchronous—Default cost is 10,000.

*  ATM— Default cost is 1.

Step 6: Modifying Interface Priorities

If you use the show ip ospf neighbor detail on any of the routers, you see that
for the Ethernet network, R3 is the DR (designated router) and R2 is the BDR
(backup designated router). This is determined by the interface priority for all
routers in that network, which you see in the show output. The default priority is
1. If all the priorities are the same (which happens by default), the DR election
is then based on router IDs. The highest router ID router becomes the DR, and
the second highest becomes the BDR. All other routers become DROthers. If
your routers do not have this behavior exactly, it may be because of the order
the routers came up in. Routers sometimes do not leave the DR position unless
their interface goes down and another router takes over. It is okay if your
routers are not exactly like the example. We will change OSPF priorities on R1
and R2 to make R1 the DR and R2 the BDR. To do this, use the interface-level
command ip ospf priority number. After changing this on both interfaces, look
at the output of the show ip ospf neighbor detail command. You can also see
the change with the show ip ospf neighbor command, but it requires more
interpretation because it comes up with states per neighbor, rather than stating
the DR and BDR on a neighbor adjacency network.
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R1(config)# interface fastEthernet 0/0
R1(config-if)# ip ospf priority 10

R2(config)# interface fastEthernet 0/0
R2(config-if)# ip ospf priority 5

R1# show ip ospf neighbor detail
Neighbor 10.1.2.1, interface address 10.1.200.2
In the area 0 via interface FastEthernet0/0
Neighbor priority is 5, State is FULL, 12 state changes
DR is 10.1.200.1 BDR is 10.1.200.2
Options is 0x52
LLS Options is 0x1 (LR)
Dead timer due in 00:00:37
Neighbor is up for 00:01:32
Index 3/3, retransmission queue length 0, number of retransmission O
First 0x0(0)/0x0(0) Next 0x0(0)/0x0(0)
Last retransmission scan length is 0, maximum is O
Last retransmission scan time is 0 msec, maximum is O msec
Neighbor 10.1.3.1, interface address 10.1.200.3
In the area 0 via interface FastEthernet0/0
Neighbor priority is 1, State is FULL, 12 state changes
DR is 10.1.200.1 BDR is 10.1.200.2
Options is 0x52
LLS Options is 0x1 (LR)
Dead timer due in 00:00:30
Neighbor is up for 00:01:12
Index 1/1, retransmission queue length 0, number of retransmission 3
First 0x0(0)/0x0(0) Next 0x0(0)/0x0(0)
Last retransmission scan length is 1, maximum is 1
Last retransmission scan time is 0 msec, maximum is O msec
Neighbor 10.1.2.1, interface address 10.1.100.2
In the area 0 via interface Serial0/0/0
Neighbor priority is 0, State is FULL, 12 state changes
DR is 0.0.0.0 BDR is 0.0.0.0
Options is 0x52
LLS Options is 0x1 (LR)
Dead timer due in 00:00:35
Neighbor is up for 00:01:44
Index 2/2, retransmission queue length 0, number of retransmission 2
First 0x0(0)/0x0(0) Next 0x0(0)/0x0(0)
Last retransmission scan length is 2, maximum is 2
Last retransmission scan time is 0 msec, maximum is O msec

Note: To make a router take over as DR, you may need to use the clear ip
ospf process command on all your routers after changing the priorities.

What is the purpose of a DR in OSPF?

What is the purpose of a BDR in OSPF?
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Challenge: Topology Change

OSPF, like many link-state routing protocols, is reasonably fast when it comes
to convergence. To test this, we can have R3 ping R1's loopback with a large
number of pings. Mid-ping, we can change the topology. By default, the pings
take the path from R3 to R1 over Ethernet, because it has the lowest total path
cost. You can check this by performing a traceroute on R3 to the loopback of
R1.

R3# traceroute 10.1.1.1

Type escape sequence to abort.
Tracing the route to 10.1.1.1

1 10.1.200.1 O msec O msec *

Read the next part carefully before trying out the commands on routers. First,
start with having R3 ping R1’s loopback with a high repeat number with ping ip
repeat number. While this ping is going on, perform a shutdown on R1’s f0/0
interface.

R3# ping 10.1.1.1 repeat 10000

R1(config)# interface fastEthernet 0/0
Ri(config-if)# shutdown

Did you notice that some packets were dropped but then the pings started
returning again?

How do you think OSPF would have faired against other routing protocols, such
as RIP? What about against EIGRP?

Appendix A: TCL Script Verification

R1# tclsh

R1(tch)#
Ri(tcl)#foreach address {
+>(tc)#10.1.1.1
+>(tch#10.1.2.1
+>(tcl)#10.1.3.1
+>(tch)#10.1.100.1
+>(tcl)#10.1.100.2
+>(tc)#10.1.200.1
+>(tcl)#10.1.200.2
+>(tc)#10.1.200.3

+>(tcD#} {
+>(tc)#ping $address }
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Type escape sequence to abort.
Sending 5, 100-byte ICMP Echos to

Success rate is 100 percent (5/5),

Type escape sequence to abort.
Sending 5, 100-byte ICMP Echos to

Success rate is 100 percent (5/5),

Type escape sequence to abort.
Sending 5, 100-byte ICMP Echos to

Success rate is 100 percent (5/5),

Type escape sequence to abort.
Sending 5, 100-byte ICMP Echos to

Success rate is 100 percent (5/5),

Type escape sequence to abort.
Sending 5, 100-byte ICMP Echos to

Success rate is 100 percent (5/5),

Type escape sequence to abort.
Sending 5, 100-byte ICMP Echos to

Success rate is 100 percent (5/5),

Type escape sequence to abort.
Sending 5, 100-byte ICMP Echos to

Success rate is 100 percent (5/5),

Type escape sequence to abort.
Sending 5, 100-byte ICMP Echos to

Success rate is 100 percent (5/5),

R2# tclsh

R2(tc#
R2(tc)#foreach address {
+>(tc)#10.1.1.1
+>(tc)#10.1.2.1
+>(tc)#10.1.3.1
+>(tcl)#10.1.100.1
+>(tcl)#10.1.100.2
+>(tcl)#10.1.200.1
+>(tcl)#10.1.200.2
+>(tc)#10.1.200.3
+>(tcDH#} {
+>(tc)#ping $address }

Type escape sequence to abort.
Sending 5, 100-byte ICMP Echos to

Success rate is 100 percent (5/5),

Type escape sequence to abort.
Sending 5, 100-byte ICMP Echos to

Success rate is 100 percent (5/5),

Type escape sequence to abort.
Sending 5, 100-byte ICMP Echos to

Success rate is 100 percent (5/5),

Type escape sequence to abort.
Sending 5, 100-byte ICMP Echos to
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10.1.1.1, timeout is 2 seconds:

round-trip min/avg/max = 1/1/1 ms

10.1.2.1, timeout is 2 seconds:

round-trip min/avg/max = 1/2/4 ms

10.1.3.1, timeout is 2 seconds:

round-trip min/avg/max = 1/2/4 ms

10.1.100.1, timeout is 2 seconds:

round-trip min/avg/max =

10.1.100.2, timeout is 2 seconds:

round-trip min/avg/max =

10.1.200.1, timeout is 2 seconds:

round-trip min/avg/max = 1/1/1 ms

10.1.200.2, timeout is 2 seconds:

round-trip min/avg/max = 1/2/4 ms

10.1.200.3, timeout is 2 seconds:

round-trip min/avg/max = 1/2/4 ms

10.1.1.1, timeout is 2 seconds:

round-trip min/avg/max = 1/2/4 ms

10.1.2.1, timeout is 2 seconds:

round-trip min/avg/max = 1/1/4 ms

10.1.3.1, timeout is 2 seconds:
17274

round-trip min/avg/max = ms

10.1.100.1, timeout is 2 seconds:

56/57/64 ms

28/28/28 ms
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13-15

Success rate is 100 percent (5/5),

Type escape sequence to abort.
Sending 5, 100-byte ICMP Echos to

Success rate is 100 percent (5/5),

Type escape sequence to abort.
Sending 5, 100-byte ICMP Echos to

Success rate is 100 percent (5/5),

Type escape sequence to abort.
Sending 5, 100-byte ICMP Echos to

Success rate is 100 percent (5/5),

Type escape sequence to abort.
Sending 5, 100-byte ICMP Echos to

Success rate is 100 percent (5/5),

R3# tclsh

R3(tch)#
R3(tcl)#foreach address {
+>(tchH#10.1.1.1
+>(tc)#10.1.2.1
+>(tch)#10.1.3.1
+>(tcl)#10.1.100.1
+>(tch)#10.1.100.2
+>(tcl)#10.1.200.1
+>(tch)#10.1.200.2
+>(tcl)#10.1.200.3
+>(tch#} {
+>(tcl)#ping $address }

Type escape sequence to abort.
Sending 5, 100-byte ICMP Echos to

Success rate is 100 percent (5/5),

Type escape sequence to abort.
Sending 5, 100-byte ICMP Echos to

Success rate is 100 percent (5/5),

Type escape sequence to abort.
Sending 5, 100-byte ICMP Echos to

Success rate is 100 percent (5/5),

Type escape sequence to abort.
Sending 5, 100-byte ICMP Echos to

Success rate is 100 percent (5/5),

Type escape sequence to abort.
Sending 5, 100-byte ICMP Echos to

Success rate is 100 percent (5/5),

Type escape sequence to abort.
Sending 5, 100-byte ICMP Echos to

Success rate is 100 percent (5/5),

Type escape sequence to abort.
Sending 5, 100-byte ICMP Echos to

Success rate is 100 percent (5/5),

Type escape sequence to abort.
Sending 5, 100-byte ICMP Echos to
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round-trip min/avg/max = 28/29/32
10.1.100.2, timeout is 2 seconds:
round-trip min/avg/max = 56/57/64
10.1.200.1, timeout is 2 seconds:
round-trip min/avg/max = 1/1/4 ms
10.1.200.2, timeout is 2 seconds:
round-trip min/avg/max = 1/1/4 ms
10.1.200.3, timeout is 2 seconds:
round-trip min/avg/max = 1/1/4 ms

10.1.1.1, timeout is 2 seconds:

round-trip min/avg/max = 1/2/4 ms

10.1.2.1, timeout iIs 2 seconds:

round-trip min/avg/max = 1/1/4 ms

10.1.3.1, timeout iIs 2 seconds:

round-trip min/avg/max = 1/1/4 ms

10.1.100.1, timeout is 2 seconds:

round-trip min/avg/max = 1/2/4 ms

10.1.100.2, timeout is 2 seconds:

round-trip min/avg/max = 12/14/16

10.1.200.1, timeout is 2 seconds:

round-trip min/avg/max = 1/1/4 ms

10.1.200.2, timeout is 2 seconds:

round-trip min/avg/max = 1/1/1 ms

10.1.200.3, timeout is 2 seconds:

ms

ms

ms
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Success rate is 100 percent (5/5), round-trip min/avg/max

Final Configurations

R1# show run
1

Hostname R1
!
interface Loopbackl
description Engineering Department
ip address 10.1.1.1 255.255.255.0
ip ospf network point-to-point

interface FastEthernet0/0

ip address 10.1.200.1 255.255.255.0
ip ospf cost 50

ip ospf priority 10

duplex auto

speed auto

interface Serial0/0/0

ip address 10.1.100.1 255.255.255.0
clock rate 64000

1

router ospf 1

network 10.1.1.0 0.0.0.255 area O
network 10.1.100.0 0.0.0.255 area O
network 10.1.200.1 0.0.0.0 area O

1
end

R2# show run
1

Hostname R2
!
interface Loopback?2
description Marketing Department
ip address 10.1.2.1 255.255.255.0
ip ospf network point-to-point
!
interface FastEthernet0/0
ip address 10.1.200.2 255.255.255.0
ip ospf priority 5

interface Serial0/0/0
ip address 10.1.100.2 255.255.255.0
1

router ospf 1

network 10.1.2.0 0.0.0.255 area O
network 10.1.100.0 0.0.0.255 area O
network 10.1.200.0 0.0.0.255 area O
1

end

R3# show run
1

Hostname R3
1

interface Loopback3
description Accounting Department
ip address 10.1.3.1 255.255.255.0
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= 1/1/4 ms
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ip ospf network point-to-point

interface FastEthernet0/0
ip address 10.1.200.3 255.255.255.0
1

router ospf 1
network 10.1.3
network 10.1.2
1

end

.0 0.0.0.255 area O
00.0 0.0.0.255 area O

tclsh

foreach address {
10.1.1.1

10.1.2.1

10.1.3.1
10.1.100.1
10.1.100.2
10.1.200.1
10.1.200.2
10.1.200.3

A
ping $address }
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Lab 3-2 Multiple-Area OSPF with Stub Areas and Authentication

Learning Objectives

Configure multiple-area OSPF on a router

Verify multiple-area behavior

Configure OSPF stub, totally stubby, and not so stubby areas
Configure OSPF authentication

Topology
Loopback2: 10.1.2.1/24
S0/0/0 2\ S0/0/1
DCE
e
" <,
sgméu S 2,
C S0/0/1
1 3
Loopback1: 10.1.1.1/24 Loopback3: 10.1.3.1/24
Loopback20: 172.20.200.1/24
Scenario

You are responsible for configuring the new network to connect your company’s
Engineering, Marketing, and Accounting departments, represented by loopback
interfaces on each of the three routers. The physical devices have just been
installed and connected by serial cables. Configure multiple-area OSPF to allow
full connectivity between all departments.

R3 will also have a loopback representing a connection to another autonomous
system that is not part of OSPF.

This topology may appear again in future labs, so save your configuration.
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Step 1: Addressing

Set up the physical serial interfaces on R1, R2, and R3 with IP addresses, and
bring them up. Depending on which router models you have, you may need to
add clock rates to the DCE end of each connection (newer equipment adds this
automatically). Verify that you can ping across each serial link. Add the
loopbacks shown in the diagram to each router.

R1# configure terminal

Enter configuration commands, one per line. End with CNTL/Z.
R1(config)# interface loopback 1

Ri(config-if)# ip address 10.1.1.1 255.255.255.0
Ri1(config-if)# interface serial 0/0/0

Ri(config-if)# ip address 10.1.12.1 255.255.255.0
R1(config-if)# clockrate 64000

Ri(config-if)# no shutdown

R2# configure terminal

Enter configuration commands, one per line. End with CNTL/Z.
R2(config)# interface loopback 2

R2(config-if)# ip address 10.1.2.1 255.255.255.0
R2(config-if)# interface serial 0/0/0
R2(config-if)# ip address 10.1.12.2 255.255.255.0
R2(config-if)# no shutdown

R2(config-if)# interface serial 0/0/1
R2(config-if)# ip address 10.1.23.2 255.255.255.0
R2(config-if)# clockrate 64000

R2(config-if)# no shutdown

R3# configure terminal

Enter configuration commands, one per line. End with CNTL/Z.
R3(config)# interface loopback 3

R3(config-if)# ip address 10.1.3.1 255.255.255.0
R3(config-if)# interface loopback 20

R3(config-if)# ip address 172.20.200.1 255.255.255.0
R3(config-if)# interface serial 0/0/1

R3(config-if)# ip address 10.1.23.1 255.255.255.0
R3(config-if)# no shutdown

Step 2: Adding Interfaces into OSPF

Create OSPF process 1 on all three routers. Configure the subnet of the serial
link between R1 and R2 to be in OSPF area 0 using the network command.
Add loopback 1 on R1 and loopback 2 on R2 into OSPF area 0. Verify that you
can see OSPF neighbors in the show ip ospf neighbors output on both
routers and that they can see each other’s loopback with the show ip route
command. Change the network type on the loopback interfaces so that they are
advertised with the correct subnet.

R1(config)# router ospf 1

Ri1(config-router)# network 10.1.12.0 0.0.0.255 area O
R1(config-router)# network 10.1.1.0 0.0.0.255 area O
Ri(config-router)# interface loopback 1
Ri(config-if)# ip ospf network point-to-point

R2(config)# router ospf 1

R2(config-router)# network 10.1.12.0 0.0.0.255 area O
R2(config-router)# network 10.1.2.0 0.0.0.255 area O
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R2(config-router)# interface loopback 2
R2(config-if)# ip ospf network point-to-point

R1# show ip ospf neighbor

Neighbor ID Pri State Dead Time  Address Interface
10.1.2.1 0 FULL/ - 00:00:38 10.1.12.2 Serial0/0/0

R1# show ip route

Codes: C - connected, S - static, R - RIP, M - mobile, B - BGP
D - EIGRP, EX - EIGRP external, O - OSPF, IA - OSPF inter area
N1 - OSPF NSSA external type 1, N2 - OSPF NSSA external type 2
E1l - OSPF external type 1, E2 - OSPF external type 2
i - 1S-1S, su - IS-1S summary, L1 - 1S-1IS level-1, L2 - IS-IS level-2
ia - IS-1S inter area, * - candidate default, U - per-user static route
0 - ODR, P - periodic downloaded static route

Gateway of last resort is not set

10.0.0.0/24 is subnetted, 3 subnets
C 10.1.12.0 is directly connected, Serial0/0/0
0] 10.1.2.0 [110/65] via 10.1.12.2, 00:00:10, Serial0/0/0
C 10.1.1.0 is directly connected, Loopbackl

R2# show ip ospf neighbor

Neighbor ID Pri State Dead Time  Address Interface
10.1.1.1 0 FULL/ - 00:00:35 10.1.12.1 Serial0/0/0

R2# show ip route
Codes: C - connected, S - static, R - RIP, M - mobile, B - BGP

D - EIGRP, EX - EIGRP external, O - OSPF, 1A - OSPF inter area

N1 - OSPF NSSA external type 1, N2 - OSPF NSSA external type 2

E1 - OSPF external type 1, E2 - OSPF external type 2
i - I1S-1S, su - IS-1IS summary, L1 - 1S-1IS level-1, L2 - IS-IS level-2
ia - IS-1S inter area, * - candidate default, U - per-user static route
0 - ODR, P - periodic downloaded static route

Gateway of last resort is not set

10.0.0.0/24 is subnetted, 4 subnets
10.1.12.0 is directly connected, Serial0/0/0
10.1.2.0 is directly connected, Loopback2
10.1.1.0 [110/65] via 10.1.12.1, 00:00:30, Serial0/0/0
10.1.23.0 is directly connected, Serial0/0/1

OO0O0

Add the subnet between R2 and R3 into OSPF area 23 using the network
command. Add loopback 3 on R3 into area 23. Verify that this neighbor
relationship comes up using the show ip ospf neighbors command.

R2(config)# router ospf 1
R2(config-router)# network 10.1.23.0 0.0.0.255 area 23

R3(config)# router ospf 1

R3(config-router)# network 10.1.23.0 0.0.0.255 area 23
R3(config-router)# network 10.1.3.0 0.0.0.255 area 23
R3(config-router)# interface loopback 3

R3(config-if)# ip ospf network point-to-point

R2# show ip ospf neighbor

Neighbor ID Pri State Dead Time  Address Interface
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10.1.1.1 0 FULL/ - 00:00:36 10.1.12.1 Serial0/0/0
172.20.200.1 0 FULL/ - 00:00:36 10.1.23.3 Serial0/0/1

If you look at the output of the show ip route command on R1, you see a route
to R3’s loopback. Notice that it comes in as an inter-area route.

R1# show ip route
Codes: C - connected, S - static, R - RIP, M - mobile, B - BGP

D - EIGRP, EX - EIGRP external, O - OSPF, IA - OSPF inter area

N1 - OSPF NSSA external type 1, N2 - OSPF NSSA external type 2

E1 - OSPF external type 1, E2 - OSPF external type 2
i - 1S-1S, su - IS-1S summary, L1 - 1S-IS level-1, L2 - IS-IS level-2
ia - IS-1IS inter area, * - candidate default, U - per-user static route
0 - ODR, P - periodic downloaded static route

Gateway of last resort is not set

10.0.0.0/24 is subnetted, 5 subnets
10.1.12.0 is directly connected, Serial0/0/0
1A 10.1.3.0 [110/129] via 10.1.12.2, 00:00:28, Serial0/0/0
10.1.2.0 [110/65] via 10.1.12.2, 00:01:38, Serial0/0/0
10.1.1.0 is directly connected, Loopbackl
1A 10.1.23.0 [110/128] via 10.1.12.2, 00:01:38, Serial0/0/0

leNoNoNoNe!

R2 has no inter-area routes, because R2 is in both areas; it is an ABR, or area
border router.

R2# show ip route
Codes: C - connected, S - static, R - RIP, M - mobile, B - BGP

D - EIGRP, EX - EIGRP external, O - OSPF, 1A - OSPF inter area

N1 - OSPF NSSA external type 1, N2 - OSPF NSSA external type 2

E1 - OSPF external type 1, E2 - OSPF external type 2
i - IS-1S, su - IS-1S summary, L1 - 1S-1IS level-1, L2 - IS-IS level-2
ia - IS-1S inter area, * - candidate default, U - per-user static route
0 - ODR, P - periodic downloaded static route

Gateway of last resort is not set

10.0.0.0/24 is subnetted, 5 subnets

10.1.12.0 is directly connected, Serial0/0/0

10.1.3.0 [110/65] via 10.1.23.3, 00:00:50, Serial0/0/1
.1.2.0 is directly connected, Loopback?2
10.1.1.0 [110/65] via 10.1.12.1, 00:02:00, Serial0/0/0
10.1.23.0 is directly connected, Serial0/0/1

OO0OOO00O
=
o

Verify that you can ping all interfaces from any router, with the exception of
loopback 20 on R3, which has not yet been configured as part of OSPF.

Step 3: Stub Areas

Under the OSPF process on R2 and R3, make area 23 the stub area using the
area area stub command. The adjacency between the two routers may go
down during the transition period, but it should come back up afterwards.
Confirm that it comes up by using the show ip ospf neighbors command.

R2(config)# router ospf 1
R2(config-router)# area 23 stub
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R3(config)# router ospf 1
R3(config-router)# area 23 stub

R2# show ip ospf neighbor

Neighbor ID Pri State Dead Time  Address Interface
10.1.1.1 0 FULL/ - 00:00:36 10.1.12.1 Serial0/0/0
172.20.200.1 0 FULL/ - 00:00:36 10.1.23.3 Serial0/0/1
R3# show ip ospf neighbor

Neighbor 1D Pri State Dead Time  Address Interface
10.1.2.1 0 FULL/ - 00:00:31 10.1.23.2 Serial0/0/1

Using the show ip route command, you can see that R3 now has a default
route pointing toward R2. A stub area does not get any external routes. A stub

area receives a default route and OSPF inter area routes.

R3# show ip route

Codes: C - connected, S - static, R - RIP, M - mobile, B - BGP

D - EIGRP, EX - EIGRP external, O - OSPF,

IA - OSPF

inter area

N1 - OSPF NSSA external type 1, N2 - OSPF NSSA external type 2
E1 - OSPF external type 1, E2 - OSPF external type 2

i - IS-1S, su - IS-1IS summary, L1 - 1S-1IS level-1, L2 - IS-IS level-2

ia - IS-1S inter area, * - candidate default, U - per-user static route

0 - ODR, P - periodic downloaded static route

Gateway of last resort is 10.1.23.2 to network 0.0.0.0

172.20.0.0/24 is subnetted, 1 subnets

C 172.20.200.0 is directly connected, Loopback20

10.0.0.0/24 is subnetted, 5 subnets

1A 10.1.12.0 [110/128] via 10.1.23.2, 00:00:56, Serial0/0/1

10.1.3.0 is directly connected, Loopback3

0
C
0 1A 10.1.2.0 [110/65] via 10.1.23.2, 00:00:56, Serial0/0/1
0 IA 10.1.1.0 [110/129] via 10.1.23.2, 00:00:56, Serial0/0/1
C
0

10.1.23.0 is directly connected, Serial0/0/1

*1A 0.0.0.0/0 [110/65] via 10.1.23.2, 00:00:56, Serial0/0/1

area is.

R2# show ip ospf

Routing Process "ospf 1" with ID 10.1.2.1
Supports only single TOS(TOSO) routes
Supports opaque LSA

Supports Link-local Signaling (LLS)
Supports area transit capability

It is an area border router

Initial SPF schedule delay 5000 msecs

Take a look at the output of the show ip ospf command to see what type each

Minimum hold time between two consecutive SPFs 10000 msecs
Maximum wait time between two consecutive SPFs 10000 msecs

Incremental -SPF disabled

Minimum LSA interval 5 secs

Minimum LSA arrival 1000 msecs

LSA group pacing timer 240 secs

Interface flood pacing timer 33 msecs
Retransmission pacing timer 66 msecs

Number of external LSA 0. Checksum Sum 0x000000
Number of opaque AS LSA 0. Checksum Sum 0x000000
Number of DCbitless external and opaque AS LSA O
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Number of DoNotAge external and opaque AS LSA O
Number of areas in this router is 2. 1 normal 1 stub O nssa
Number of areas transit capable is 0O
External flood list length O
Area BACKBONE(0)
Number of interfaces in this area is 2
Area has no authentication
SPF algorithm last executed 00:02:11.680 ago
SPF algorithm executed 5 times
Area ranges are
Number of LSA 4. Checksum Sum Ox01A85A
Number of opaque link LSA 0. Checksum Sum 0x000000
Number of DCbitless LSA O
Number of indication LSA O
Number of DoNotAge LSA O
Flood list length O
Area 23
Number of interfaces in this area is 1
It is a stub area
generates stub default route with cost 1
Area has no authentication
SPF algorithm last executed 00:01:38.276 ago
SPF algorithm executed 8 times
Area ranges are
Number of LSA 6. Checksum Sum 0x027269
Number of opaque link LSA 0. Checksum Sum 0x000000
Number of DCbitless LSA O
Number of indication LSA O
Number of DoNotAge LSA O
Flood list length O

What advantages would be gained by having a router get a default route rather
than a more specific route?

Why do all routers in a stub area need to know that that area is a stub?

Step 4: Totally Stubby Areas

A modified version of a stubby area is a totally stubby area. A totally stubby
area ABR only allows in a single, default route from the backbone. To configure
this, you only need to change a command at the ABR, in our case, R2. Under
the router OSPF process, enter the area 23 stub no-summary command. This
replaces the existing stub command for area 23. no-summary tells the router
that this area will not receive summary (inter-area) routes.
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To see how this works, first issue the show ip route command on R3. Notice
the inter-area routes in addition to the default route generated by R2. Also, look
at show ip ospf database on R2 to see what LSAs are in its OSPF database.

R3# show ip route
Codes: C - connected, S - static, R - RIP, M - mobile, B - BGP

D - EIGRP, EX - EIGRP external, O - OSPF, 1A - OSPF inter area

N1 - OSPF NSSA external type 1, N2 - OSPF NSSA external type 2

E1l - OSPF external type 1, E2 - OSPF external type 2
i - I1S-1S, su - IS-1S summary, L1 - 1S-1IS level-1, L2 - IS-IS level-2
ia - IS-1S inter area, * - candidate default, U - per-user static route
0 - ODR, P - periodic downloaded static route

Gateway of last resort is 10.1.23.2 to network 0.0.0.0

172.20.0.0/24 is subnetted, 1 subnets
C 172.20.200.0 is directly connected, Loopback20
10.0.0.0/24 is subnetted, 5 subnets
0 IA 10.1.12.0 [110/128] via 10.1.23.2, 00:00:56, Serial0/0/1
C 10.1.3.0 is directly connected, Loopback3
0 IA 10.1.2.0 [110/65] via 10.1.23.2, 00:00:56, Serial0/0/1
0 IA 10.1.1.0 [110/129] via 10.1.23.2, 00:00:56, Serial0/0/1
C 10.1.23.0 is directly connected, Serial0/0/1
O*IA 0.0.0.0/0 [110/65] via 10.1.23.2, 00:00:56, Serial0/0/1

R2# show ip ospf database
OSPF Router with ID (10.1.2.1) (Process ID 1)

Router Link States (Area 0)

Link ID ADV Router Age Seq# Checksum Link count
10.1.1.1 10.1.1.1 435 0x80000004 0x0056D6 3
10.1.2.1 10.1.2.1 358 0x80000003 0x0057D2 3
Summary Net Link States (Area 0)
Link ID ADV Router Age Seq# Checksum
10.1.3.0 10.1.2.1 174 0x80000001 OxOOEFEF
10.1.23.0 10.1.2.1 354 0x80000001 0x0009C3
Router Link States (Area 23)
Link ID ADV Router Age Seq# Checksum Link count
10.1.2.1 10.1.2.1 188 0x80000004 0x00298C 2
172.20.200.1 172.20.200.1 188 0x80000004 0x00B762 3
Summary Net Link States (Area 23)
Link ID ADV Router Age Seq# Checksum
0.0.0.0 10.1.2.1 207 0x80000001 0x003BF4
10.1.1.0 10.1.2.1 209 0x80000002 0x0022C0O
10.1.2.0 10.1.2.1 209 0x80000002 0x00948D
10.1.12.0 10.1.2.1 209 0x80000002 0xO009E3A

Now, enter the no-summary stub command on R2 (the ABR) under the OSPF
process.

R2(config)# router ospf 1
R2(config-router)# area 23 stub no-summary
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Go back to R3 and look at show ip route again. Notice that it only has one
incoming route from OSPF. Also look at the show ip ospf database output to

see which routes are in area 23.

R3# show ip route

Codes: C - connected, S - static, R - RIP, M - mobile, B - BGP

D - EIGRP, EX - EIGRP external, O - OSPF, 1A - OSPF inter area
N1 - OSPF NSSA external type 1, N2 - OSPF NSSA external type 2

E1l - OSPF external type 1, E2 - OSPF external type 2

i - I1S-1S, su - IS-1S summary, L1 - 1S-1IS level-1, L2 - IS-IS level-2

ia - IS-1S inter area, * - candidate default, U - per-user static route

0 - ODR, P - periodic downloaded static route
Gateway of last resort is 10.1.23.2 to network 0.0.0.0

172.20.0.0/24 is subnetted, 1 subnets

C 172.20.200.0 is directly connected, Loopback20
10.0.0.0/24 is subnetted, 2 subnets

C 10.1.3.0 is directly connected, Loopback3

C 10.1.23.0 is directly connected, Serial0/0/1

0*1A 0.0.0.0/0 [110/65] via 10.1.23.2, 00:00:10, Serial0/0/1
R2# show ip ospf database
OSPF Router with ID (10.1.2.1) (Process ID 1)

Router Link States (Area 0)

Link ID ADV Router Age Seq# Checksum

10.1.1.1 10.1.1.1 522 0x80000004 0x0056D6

10.1.2.1 10.1.2.1 445 0x80000003 0x0057D2
Summary Net Link States (Area 0)

Link ID ADV Router Age Seq# Checksum

10.1.3.0 10.1.2.1 261 0x80000001 OxOOEFEF

10.1.23.0 10.1.2.1 441 0x80000001 0x0009C3
Router Link States (Area 23)

Link ID ADV Router Age Seg# Checksum

10.1.2.1 10.1.2.1 275 0x80000004 0x00298C

172.20.200.1 172.20.200.1 276 0x80000004 0x00B762
Summary Net Link States (Area 23)

Link ID ADV Router Age Seg# Checksum

0.0.0.0 10.1.2.1 68 0x80000002 0x0039F5

Link count
3
3

Link count
2
3

What advantages would there be in making an area totally stubby instead of a

regular stub area? What are the disadvantages?

Why did only the ABR need to know that the area was totally stubby rather than

all routers in the area?
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Step 5: Not So Stubby Areas

Not so stubby areas (NSSASs) are similar to regular stub areas, except that they
allow routes to be redistributed from an ASBR into that area with a special LSA
type, which gets converted to a normal external route at the ABR. For this lab,
we will change area 23 into an NSSA. NSSAs are not compatible with stub
areas, so the first thing we must do is issue a no area 23 stub command on
routers R2 and R3.

Next, we issue the area area nssa command on routers R2 and R3 to change
area 23 to an NSSA. To generate an external route into the NSSA, use the
redistribute connected subnets command on R3. This adds the previously
unreachable loopback 20 into OSPF. Be sure to include the subnets keyword;
otherwise, only classful networks are redistributed.

R2(config)# router ospf 1
R2(config-router)# no area 23 stub
R2(config-router)# area 23 nssa

R3(config)# router ospf 1

R3(config-router)# no area 23 stub
R3(config-router)# area 23 nssa
R3(config-router)# redistribute connected subnets

Take a look at the output of show ip ospf on R2. Notice that area 23 is an
NSSA and that R2 is performing the LSA type 7 to type 5 translation. If there
are multiple ABRs to an NSSA, the ABR with the highest router ID performs the
translation.

R2# show ip ospf

Routing Process "ospf 1" with ID 10.1.2.1

Supports only single TOS(TOSO) routes

Supports opaque LSA

Supports Link-local Signaling (LLS)

Supports area transit capability

It Is an area border and autonomous system boundary router
Redistributing External Routes from,

Initial SPF schedule delay 5000 msecs

Minimum hold time between two consecutive SPFs 10000 msecs
Maximum wait time between two consecutive SPFs 10000 msecs
Incremental -SPF disabled

Minimum LSA interval 5 secs

Minimum LSA arrival 1000 msecs

LSA group pacing timer 240 secs

Interface flood pacing timer 33 msecs

Retransmission pacing timer 66 msecs

Number of external LSA 1. Checksum Sum OxO0CA2F

Number of opaque AS LSA 0. Checksum Sum 0x000000

Number of DCbitless external and opaque AS LSA O

Number of DoNotAge external and opaque AS LSA O

Number of areas in this router is 2. 1 normal O stub 1 nssa
Number of areas transit capable is 0

External flood list length O

Area BACKBONE(O0)
Number of interfaces in this area is 2
Area has no authentication
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SPF algorithm last executed 00:03:11.636 ago
SPF algorithm executed 9 times
Area ranges are
Number of LSA 4. Checksum Sum Ox01AC53
Number of opaque link LSA 0. Checksum Sum 0x000000
Number of DCbitless LSA O
Number of indication LSA O
Number of DoNotAge LSA O
Flood list length O
Area 23
Number of interfaces in this area is 1
It is a NSSA area
Perform type-7/type-5 LSA translation
Area has no authentication
SPF algorithm last executed 00:00:16.408 ago
SPF algorithm executed 16 times
Area ranges are
Number of LSA 6. Checksum Sum 0x025498
Number of opaque link LSA 0. Checksum Sum 0x000000
Number of DCbitless LSA O
Number of indication LSA O
Number of DoNotAge LSA O
Flood list length O

Now look at the show ip route output on R2. Notice that the “external” route
comes in as type N2 from R3. This is because it is a special NSSA external
route.

R2# show ip route

Codes: C - connected, S - static, R - RIP, M - mobile, B - BGP
D - EIGRP, EX - EIGRP external, O - OSPF, 1A - OSPF inter area
N1 - OSPF NSSA external type 1, N2 - OSPF NSSA external type 2
E1 - OSPF external type 1, E2 - OSPF external type 2
i - IS-1S, su - IS-1IS summary, L1 - 1S-1IS level-1, L2 - IS-IS level-2
ia - IS-1S inter area, * - candidate default, U - per-user static route
0 - ODR, P - periodic downloaded static route

Gateway of last resort is not set

172.20.0.0/24 is subnetted, 1 subnets
0 N2 172.20.200.0 [110/20] via 10.1.23.3, 00:00:41, Serial0/0/1
10.0.0.0/24 is subnetted, 5 subnets
10.1.12.0 is directly connected, Serial0/0/0
10.1.3.0 [110/65] via 10.1.23.3, 00:00:47, Serial0/0/1
10.1.2.0 is directly connected, Loopback2
10.1.1.0 [110/65] via 10.1.12.1, 00:03:42, Serial0/0/0
10.1.23.0 is directly connected, Serial0/0/1

OO0OOO0O0O

Look at the show ip route output on R1. Notice that now the route is a regular
E2 external route, because R2 has performed the type 7 to type 5 translation.

R1# show ip route

Codes: C - connected, S - static, R - RIP, M - mobile, B - BGP
D - EIGRP, EX - EIGRP external, O - OSPF, IA - OSPF inter area
N1 - OSPF NSSA external type 1, N2 - OSPF NSSA external type 2
E1l - OSPF external type 1, E2 - OSPF external type 2
i - 1S-1S, su - IS-1S summary, L1 - 1S-1IS level-1, L2 - IS-IS level-2
ia - IS-1IS inter area, * - candidate default, U - per-user static route
0 - ODR, P - periodic downloaded static route

Gateway of last resort is not set
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172.20.0.0/24 is subnetted, 1 subnets

0 E2 172.20.200.0 [110/20] via 10.1.12.2, 00:01:22, Serial0/0/0

10.0.0.0/24 is subnetted, 5 subnets

10.1.12.0 is directly connected, Serial0/0/0

1A 10.1.3.0 [110/129] via 10.1.12.2, 00:02:06, Serial0/0/0
10.1.2.0 [110/65] via 10.1.12.2, 00:04:22, Serial0/0/0
10.1.1.0 is directly connected, Loopbackl

1A 10.1.23.0 [110/128] via 10.1.12.2, 00:04:22, Serial0/0/0

[leNoNoNoNe!

If you look at the show ip route output on R3, you may notice that it no longer
has a default route in it, but inter-area routes are coming in.

R3# show ip route
Codes: C - connected, S - static, R - RIP, M - mobile, B - BGP

D - EIGRP, EX - EIGRP external, O - OSPF, IA - OSPF inter area

N1 - OSPF NSSA external type 1, N2 - OSPF NSSA external type 2

E1l - OSPF external type 1, E2 - OSPF external type 2
i - 1S-1S, su - IS-1S summary, L1 - 1S-1IS level-1, L2 - IS-IS level-2
ia - IS-1S inter area, * - candidate default, U - per-user static route
0 - ODR, P - periodic downloaded static route

Gateway of last resort is not set

172.20.0.0/24 is subnetted, 1 subnets
C 172.20.200.0 is directly connected, Loopback20
10.0.0.0/24 is subnetted, 5 subnets
0 IA 10.1.12.0 [110/128] via 10.1.23.2, 00:02:11, Serial0/0/1
C 10.1.3.0 is directly connected, Loopback3
0 IA 10.1.2.0 [110/65] via 10.1.23.2, 00:02:11, Serial0/0/1
0 IA 10.1.1.0 [110/129] via 10.1.23.2, 00:02:11, Serial0/0/1
10.1.23.0 is directly connected, Serial0/0/1

We can change this by making the area a totally not so stubby area. To
configure this, issue the area 23 nssa no-summary command on R2, similar to
converting a stub area into a totally stubby area. Then, check the routing table
on R3 and notice that the inter-area routes have been replaced by a single
default route.

R2(config)# router ospf 1
R2(config-router)# area 23 nssa no-summary

R3# show ip route
Codes: C - connected, S - static, R - RIP, M - mobile, B - BGP

D - EIGRP, EX - EIGRP external, O - OSPF, IA - OSPF iInter area

N1 - OSPF NSSA external type 1, N2 - OSPF NSSA external type 2

E1 - OSPF external type 1, E2 - OSPF external type 2
i - I1S-1S, su - IS-1S summary, L1 - 1S-IS level-1, L2 - IS-IS level-2
ia - IS-1IS inter area, * - candidate default, U - per-user static route
0 - ODR, P - periodic downloaded static route

Gateway of last resort is 10.1.23.2 to network 0.0.0.0

172.20.0.0/24 is subnetted, 1 subnets

C 172.20.200.0 is directly connected, Loopback20
10.0.0.0/24 is subnetted, 2 subnets

C 10.1.3.0 is directly connected, Loopback3

C 10.1.23.0 is directly connected, Serial0/0/1

O*IA 0.0.0.0/0 [110/65] via 10.1.23.2, 00:00:20, Serial0/0/1
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Also on R2, take a look at the show ip ospf database output to see the various
LSA types.

R2# show ip ospf database
OSPF Router with ID (10.1.2.1) (Process ID 1)

Router Link States (Area 0)

Link ID ADV Router Age Seq# Checksum Link count
10.1.1.1 10.1.1.1 944 0x80000004 0x0056D6 3
10.1.2.1 10.1.2.1 383 0x80000004 0x005BCB 3

Summary Net Link States (Area 0)

Link ID ADV Router Age Seg# Checksum
10.1.3.0 10.1.2.1 242 0x80000001 OxOOEFEF
10.1.23.0 10.1.2.1 862 0x80000001 0x0009C3

Router Link States (Area 23)

Link ID ADV Router Age Seq# Checksum Link count
10.1.2.1 10.1.2.1 257 0x80000007 OxOOBOF7 2
172.20.200.1 172.20.200.1 209 0x80000007 OxO003FCD 3

Summary Net Link States (Area 23)

Link ID ADV Router Age Seq# Checksum
0.0.0.0 10.1.2.1 34 0x80000001 0x00C265

Type-7 AS External Link States (Area 23)

Link ID ADV Router Age Seq# Checksum Tag
172.20.200.0 172.20.200.1 200 0x80000001 0Ox0076FC O

Type-5 AS External Link States

Link ID ADV Router Age Seq# Checksum Tag
172.20.200.0 10.1.2.1 199 0x80000001 OxO0CA2F 0O

Where would making an area an NSSA be useful?

Step 6: OSPF Interface Authentication

For security purposes, you can set OSPF interfaces to use authentication. For
this lab, we will configure OSPF authentication on both serial links. We will
configure the link between R2 and R3 for plain-text authentication, and the link
between R1 and R2 for MD5 authentication, which encrypts the password for
stronger security. Both passwords will be cisco. We will set up all of the
authentication on a per-interface basis.

To set up plain-text authentication on an interface, go to the interface command
prompt and type ip ospf authentication. Next, set a password with ip ospf
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authentication-key key-string. Configure this on both R2 and R3. Verify the
authentication using the show ip ospf interface interface command. While
configuring this, the adjacency may go down if the dead timer expires on one of
the routers. The relationship comes back up once authentication is configured
on both sides.

R2(config)# interface serial 0/0/1
R2(config-if)# ip ospf authentication
R2(config-if)# ip ospf authentication-key cisco

R3(config)# interface serial 0/0/1
R3(config-if)# ip ospf authentication
R3(config-if)# ip ospf authentication-key cisco

R2# show ip ospf interface serial 0/0/1
Serial0/0/1 is up, line protocol is up
Internet Address 10.1.23.2/24, Area 23
Process ID 1, Router ID 10.1.2.1, Network Type POINT_TO_POINT, Cost: 64
Transmit Delay is 1 sec, State POINT_TO_POINT,
Timer intervals configured, Hello 10, Dead 40, Wait 40, Retransmit 5
oob-resync timeout 40
Hello due in 00:00:09
Supports Link-local Signaling (LLS)
Index 1/3, flood queue length O
Next 0x0(0)/0x0(0)
Last flood scan length is 1, maximum is 4
Last flood scan time is O msec, maximum is O msec
Neighbor Count is 1, Adjacent neighbor count is 1
Adjacent with neighbor 172.20.200.1
Suppress hello for 0 neighbor(s)
Simple password authentication enabled

The commands are similar to set up MD5 authentication on an interface. First,
use the interface-level command ip ospf authentication message-digest to
set the interface authentication type. Next, use the command ip ospf message-
digest-key key _number key-string. Make sure that the key number is the
same on both routers. In this case, use 1 for simplicity. Verify the configuration
using the show ip ospf interface interface command. While configuring this,
the adjacency may go down if the dead timer expires on one of the routers. The
relationship comes back up once authentication is configured on both sides.

R1(config)# interface serial 0/0/0
Ri(config-if)# ip ospf authentication message-digest
Ri(config-if)# ip ospf message-digest-key 1 md5 cisco

R2(config)# interface serial 0/0/0
R2(config-if)# ip ospf authentication message-digest
R2(config-if)# ip ospf message-digest-key 1 md5 cisco

R1# show ip ospf interface serial 0/0/0
Serial0/0/0 is up, line protocol is up
Internet Address 10.1.12.1/24, Area O
Process ID 1, Router ID 10.1.1.1, Network Type POINT_TO_POINT, Cost: 64
Transmit Delay is 1 sec, State POINT_TO_POINT,
Timer intervals configured, Hello 10, Dead 40, Wait 40, Retransmit 5
oob-resync timeout 40
Hello due in 00:00:08
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Supports Link-local Signaling (LLS)
Index 1/1, flood queue length O
Next 0x0(0)/0x0(0)
Last flood scan length is 1, maximum is 1
Last flood scan time is O msec, maximum is O msec
Neighbor Count is 0, Adjacent neighbor count is 0O
Suppress hello for 0 neighbor(s)
Message digest authentication enabled
Youngest key id is 1

Why is configuring authentication for OSPF, or any routing protocol, a good

idea?

Appendix A: TCL Script

R1# tclsh

R1(tch#
Ri(tcl)#foreach address {
+>(tch)#10.1.1.1
+>(tch)#10.1.2.1
+>(tcl)#10.1.3.1
+>(tcl)#172.20.200.1
+>(tcD#10.1.12.1
+>(tc)#10.1.12.2
+>(tc)#10.1.23.2
+>(tc)#10.1.23.3
+>(tc#} {
+>(tcl)#ping $address }

Type escape sequence to abort.

Sending 5, 100-byte ICMP Echos to 10.1.1.1, timeout is 2 seconds:

Success rate is 100 percent (5/5), round-trip min/avg/max

Type escape sequence to abort.

= 1/1/1 ms

Sending 5, 100-byte ICMP Echos to 10.1.2.1, timeout is 2 seconds:

Success rate is 100 percent (5/5), round-trip min/avg/max = 28/28/32 ms

Type escape sequence to abort.

Sending 5, 100-byte ICMP Echos to 10.1.3.1, timeout is 2 seconds:

Success rate is 100 percent (5/5), round-trip min/avg/max

Type escape sequence to abort.

= 28/29/32 ms

Sending 5, 100-byte ICMP Echos to 172.20.200.1, timeout is 2 seconds:

Success rate is 100 percent (5/5), round-trip min/avg/max

Type escape sequence to abort.

= 28/29/32 ms

Sending 5, 100-byte ICMP Echos to 10.1.12.1, timeout is 2 seconds:

Success rate is 100 percent (5/5), round-trip min/avg/max = 56/56/56 ms
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Type escape sequence to abort.
Sending 5, 100-byte ICMP Echos to

Success rate is 100 percent (5/5),

Type escape sequence to abort.
Sending 5, 100-byte ICMP Echos to

Success rate is 100 percent (5/5),

Type escape sequence to abort.
Sending 5, 100-byte ICMP Echos to

Success rate is 100 percent (5/5),

R2# tclsh

R2(tch#
R2(tcl)#foreach address {
+>(tc)#10.1.1.1
+>(tch)#10.1.2.1
+>(tcl)#10.1.3.1
+>(tcl)#172.20.200.1
+>(tchH#10.1.12.1
+>(tcD#10.1.12.2
+>(tc)#10.1.23.2
+>(tc)#10.1.23.3
+>(tc#} {
+>(tcl)#ping $address }

Type escape sequence to abort.
Sending 5, 100-byte ICMP Echos to

Success rate is 100 percent (5/5),

Type escape sequence to abort.
Sending 5, 100-byte ICMP Echos to

Success rate is 100 percent (5/5),

Type escape sequence to abort.
Sending 5, 100-byte ICMP Echos to

Success rate is 100 percent (5/5),

Type escape sequence to abort.
Sending 5, 100-byte ICMP Echos to

Success rate is 100 percent (5/5),

Type escape sequence to abort.
Sending 5, 100-byte ICMP Echos to

Success rate is 100 percent (5/5),

Type escape sequence to abort.
Sending 5, 100-byte ICMP Echos to

Success rate is 100 percent (5/5),

Type escape sequence to abort.
Sending 5, 100-byte ICMP Echos to

Success rate is 100 percent (5/5),

Type escape sequence to abort.
Sending 5, 100-byte ICMP Echos to

Success rate is 100 percent (5/5),

R3# tclsh
R3(tch)#
R3(tch)#foreach address {
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10.1.12.2, timeout is 2 seconds:
round-trip min/avg/max = 28/33/56 ms

10.1.23.2, timeout is 2 seconds:
round-trip min/avg/max = 28/28/32 ms

10.1.23.3, timeout is 2 seconds:

round-trip min/avg/max = 28/28/32 ms

10.1.1.1, timeout is 2 seconds:
round-trip min/avg/max = 28/28/32 ms
10.1.2.1, timeout is 2 seconds:
round-trip min/avg/max = 1/1/4 ms
10.1.3.1, timeout is 2 seconds:
round-trip min/avg/max = 1/2/4 ms
172.20.200.1, timeout is 2 seconds:
round-trip min/avg/max = 1/2/4 ms
10.1.12.1, timeout is 2 seconds:
round-trip min/avg/max = 28/28/32 ms
10.1.12.2, timeout iIs 2 seconds:
round-trip min/avg/max = 56/57/64 ms
10.1.23.2, timeout iIs 2 seconds:
round-trip min/avg/max = 1/3/4 ms
10.1.23.3, timeout iIs 2 seconds:

round-trip min/avg/max = 1/2/4 ms
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+>(tcD#10.1.1.1
+>(tch)#10.1.2.1
+>(tcD#10.1.3.1
+>(tc)#172.20.200.1
+>(tc#10.1.12.1
+>(tch)#10.1.12.2
+>(tc)#10.1.23.2
+>(tcl)#10.1.23.3
+>(tcD#} {
+>(tcD#ping $address }

Type escape sequence to abort.

Sending 5, 100-byte ICMP Echos to 10.1.1.1, timeout is 2 seconds:
Success rate is 100 percent (5/5), round-trip min/avg/max = 28/32/48 ms
Type escape sequence to abort.

Sending 5, 100-byte ICMP Echos to 10.1.2.1, timeout is 2 seconds:
Success rate is 100 percent (5/5), round-trip min/avg/max = 1/2/4 ms
Type escape sequence to abort.

Sending 5, 100-byte ICMP Echos to 10.1.3.1, timeout is 2 seconds:
Success rate is 100 percent (5/5), round-trip min/avg/max = 1/1/4 ms
Type escape sequence to abort.

Sending 5, 100-byte ICMP Echos to 172.20.200.1, timeout is 2 seconds:
Success rate is 100 percent (5/5), round-trip min/avg/max = 1/1/4 ms
Type escape sequence to abort.

Sending 5, 100-byte ICMP Echos to 10.1.12.1, timeout is 2 seconds:
Success rate is 100 percent (5/5), round-trip min/avg/max = 28/29/32 ms
Type escape sequence to abort.

Sending 5, 100-byte ICMP Echos to 10.1.12.2, timeout is 2 seconds:
Success rate is 100 percent (5/5), round-trip min/avg/max = 1/2/4 ms
Type escape sequence to abort.

Sending 5, 100-byte ICMP Echos to 10.1.23.2, timeout is 2 seconds:
Success rate is 100 percent (5/5), round-trip min/avg/max
Type escape sequence to abort.

Sending 5, 100-byte ICMP Echos to 10.1.23.3, timeout is 2 seconds:

Success rate is 100 percent (5/5), round-trip min/avg/max = 1/3/4 ms

1/72/4 ms

Final Configurations

R1# show run
1

ﬁostname R1
!
interface Loopbackl
ip address 10.1.1.1 255.255.255.0
ip ospf network point-to-point
!
interface Serial0/0/0
ip address 10.1.12.1 255.255.255.0
ip ospf authentication message-digest
ip ospf message-digest-key 1 md5 cisco
clock rate 64000

no shutdown
1

router ospf 1
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network 10.1.1.0 0.0.0.255 area O
network 10.1.12.0 0.0.0.255 area O
1

end

R2# show run
1

hostname R2
1

interface Loopback2
ip address 10.1.2.1 255.255.255.0
ip ospf network point-to-point

interface Serial0/0/0

ip address 10.1.12.2 255.255.255.0
no shutdown

1
interface Serial0/0/1

ip address 10.1.23.2 255.255.255.0
ip ospf authentication

ip ospf authentication-key cisco

no shutdown

1

router ospf 1

area 23 nssa no-summary

network 10.1.2.0 0.0.0.255 area O
network 10.1.12.0 0.0.0.255 area O
network 10.1.23.0 0.0.0.255 area 23
1

end

R3# show run
1

Hostname R3

!

interface Loopback3
ip address 10.1.3.1 255.255.255.0
ip ospf network point-to-point

interface Loopback20

ip address 172.20.200.1 255.255.255.0
1
interface Serial0/0/1

ip address 10.1.23.3 255.255.255.0
ip ospf authentication

ip ospf authentication-key cisco
clock rate 2000000

no shutdown

1

router ospf 1

area 23 nssa

redistribute connected subnets
network 10.1.3.0 0.0.0.255 area 23
network 10.1.23.0 0.0.0.255 area 23
1
end

tclsh
foreach address {

10.1.1.1
10.1.2.1
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10.1.3.1
172.20.200.1
10.1.12.1
10.1.12.2
10.1.23.2
10.1.23.3

A
ping $address }
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Lab 3-3 OSPF Virtual Links and Area Summarization

Learning Objectives

e Configure multiple-area OSPF on a router
o Verify multiple-area behavior
e Create an OSPF virtual link
e Summarize an area
e Generate a default route into OSPF
Topology
Loopback2: 10.1.2.1/24
S0/0M
S0/0/0
S0/0/M1
Loopback1: 10.1.1.1/24 Loopback3: 10.1.3.1/24
Loopback30: 172.30.30.1/30 Loopback100: 192.168.100.1/24
Loopback101: 192.168.101.1/24
Loopback102: 192.168.102.1/24
Loopback103: 192.168.103.1/24
Scenario

You are responsible for configuring the new network to connect your company’s
Engineering, Marketing, and Accounting departments, represented by loopback
interfaces on each of the three routers. The physical devices have just been
installed and connected by serial cables. Configure multiple-area OSPF to allow
full connectivity between all departments.
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In addition, R1 will also have a loopback interface representing a connection to
the Internet. This connection will not be added into OSPF. R3 will have four
additional loopback interfaces representing connections to branch offices.

This topology may appear again in future labs, so save your configuration when
you are done.

Step 1: Addressing

Set up the physical serial interfaces on R1, R2, and R3 with IP addresses and
bring them up. You may need to add clock rates to the DCE end of each
connection. Verify that you can ping across each serial link. Add the loopbacks
shown in the diagram to each router.

R1# configure terminal

Enter configuration commands, one per line. End with CNTL/Z.
R1(config)# interface loopback 1

Ri(config-if)# ip address 10.1.1.1 255.255.255.0
R1(config-if)# interface loopback 30

Ri(config-if)# ip address 172.30.30.1 255.255.255.252
Ri1(config-if)# interface serial 0/0/0

Ri(config-if)# ip address 10.1.12.1 255.255.255.0
R1(config-if)# clockrate 64000

R1(config-if)# no shutdown

R2# configure terminal

Enter configuration commands, one per line. End with CNTL/Z.
R2(config)# interface loopback 2

R2(config-if)# ip address 10.1.2.1 255.255.255.0
R2(config-if)# interface serial 0/0/0
R2(config-if)# ip address 10.1.12.2 255.255.255.0
R2(config-if)# no shutdown

R2(config-if)# interface serial 0/0/1
R2(config-if)# ip address 10.1.23.2 255.255.255.0
R2(config-if)# clockrate 64000

R2(config-if)# no shutdown

R3# configure terminal

Enter configuration commands, one per line. End with CNTL/Z.
R3(config)# interface loopback 3

R3(config-if)# ip address 10.1.3.1 255.255.255.0
R3(config-if)# interface loopback 100

R3(config-if)# ip address 192.168.100.1 255.255.255.0
R3(config-if)# interface loopback 101

R3(config-if)# ip address 192.168.101.1 255.255.255.0
R3(config-if)# interface loopback 102

R3(config-if)# ip address 192.168.102.1 255.255.255.0
R3(config-if)# interface loopback 103

R3(config-if)# ip address 192.168.103.1 255.255.255.0
R3(config-if)# interface serial 0/0/1

R3(config-if)# ip address 10.1.23.1 255.255.255.0
R3(config-if)# no shutdown

Step 2: Adding Interfaces into OSPF

Create OSPF process 1 on all three routers. Using the network command,
configure the subnet of the serial link between R1 and R2 to be in OSPF area 0.
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Add loopback 1 on R1 and loopback 2 on R2 into OSPF area 0. Verify that you
can see OSPF neighbors in the show ip ospf neighbors output on both
routers and that they can see each other’s loopback with the show ip route
command. Change the network type on the loopback interfaces so that they are
advertised with the correct subnet.

Ri(config)# router ospf 1

R1(config-router)# network 10.1.12.0 0.0.0.255 area O
R1(config-router)# network 10.1.1.0 0.0.0.255 area 0O
R1(config-router)# interface loopback 1
Ri(config-if)# ip ospf network point-to-point

R2(config)# router ospf 1

R2(config-router)# network 10.1.12.0 0.0.0.255 area O
R2(config-router)# network 10.1.2.0 0.0.0.255 area 0O
R2(config-router)# interface loopback 2
R2(config-if)# ip ospf network point-to-point

R1# show ip ospf neighbor

Neighbor ID Pri State Dead Time  Address Interface
10.1.2.1 0 FULL/ - 00:00:38 10.1.12.2 Serial0/0/0

R1# show ip route
Codes: C - connected, S - static, R - RIP, M - mobile, B - BGP

D - EIGRP, EX - EIGRP external, O - OSPF, 1A - OSPF inter area

N1 - OSPF NSSA external type 1, N2 - OSPF NSSA external type 2

E1l - OSPF external type 1, E2 - OSPF external type 2
i - I1S-1S, su - IS-1IS summary, L1 - 1S-1S level-1, L2 - IS-IS level-2
ia - IS-1S inter area, * - candidate default, U - per-user static route
0 - ODR, P - periodic downloaded static route

Gateway of last resort is not set

10.0.0.0/24 is subnetted, 3 subnets
C 10.1.12.0 is directly connected, Serial0/0/0
0 10.1.2.0 [110/65] via 10.1.12.2, 00:00:10, Serial0/0/0
C 10.1.1.0 is directly connected, Loopbackl

R2# show ip ospf neighbor

Neighbor 1D Pri State Dead Time  Address Interface
10.1.1.1 0 FULL/ - 00:00:35 10.1.12.1 Serial0/0/0

R2# show ip route

Codes: C - connected, S - static, R - RIP, M - mobile, B - BGP
D - EIGRP, EX - EIGRP external, O - OSPF, IA - OSPF inter area
N1 - OSPF NSSA external type 1, N2 - OSPF NSSA external type 2
E1 - OSPF external type 1, E2 - OSPF external type 2
i - I1S-1S, su - IS-1S summary, L1 - 1S-1S level-1, L2 - IS-IS level-2
ia - IS-1S inter area, * - candidate default, U - per-user static route
0 - ODR, P - periodic downloaded static route

Gateway of last resort is not set

10.0.0.0/24 is subnetted, 4 subnets
10.1.12.0 is directly connected, Serial0/0/0
10.1.2.0 is directly connected, Loopback2
10.1.1.0 [110/65] via 10.1.12.1, 00:00:30, Serial0/0/0
10.1.23.0 is directly connected, Serial0/0/1

OO0O0
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Add the subnet between R2 and R3 into OSPF area 23 using the network
command. Add loopback 3 on R3 into area 23. Verify that this neighbor
relationship comes up using the show ip ospf neighbors command.

R2(config)# router ospf 1
R2(config-router)# network 10.1.23.0 0.0.0.255 area 23

R3(config)# router ospf 1

R3(config-router)# network 10.1.23.0 0.0.0.255 area 23
R3(config-router)# network 10.1.3.0 0.0.0.255 area 23
R3(config-router)# interface loopback 3

R3(config-if)# ip ospf network point-to-point

R2# show ip ospf neighbor

Neighbor 1D Pri State Dead Time  Address Interface
10.1.1.1 0 FULL/ - 00:00:36 10.1.12.1 Serial0/0/0
172.20.200.1 0 FULL/ - 00:00:36 10.1.23.3 Serial0/0/1

Verify that you can ping all interfaces from any router, with the exception of
loopback 30 on R1, and R3 loopbacks 100 through 103.

Step 3: Creating a Virtual Link

Add loopbacks 100 through 103 on R3 to the OSPF process in area 100 using
the network command. Change the network type to advertise the correct
subnet mask. If you look at the output of show ip route on R2, you see that the
routes to those networks do not appear.

R3(config)# router ospf 1

R3(config-router)# network 192.168.100.0 0.0.3.255 area 100
R3(config-router)# interface loopback 100

R3(config-if)# ip ospf network point-to-point
R3(config-if)# interface loopback 101

R3(config-if)# ip ospf network point-to-point
R3(config-if)# interface loopback 102

R3(config-if)# ip ospf network point-to-point
R3(config-if)# interface loopback 103

R3(config-if)# ip ospf network point-to-point

R2# show ip route
Codes: C - connected, S - static, R - RIP, M - mobile, B - BGP

D - EIGRP, EX - EIGRP external, O - OSPF, 1A - OSPF inter area

N1 - OSPF NSSA external type 1, N2 - OSPF NSSA external type 2

E1l - OSPF external type 1, E2 - OSPF external type 2
i - I1S-1S, su - IS-1S summary, L1 - 1S-1IS level-1, L2 - IS-IS level-2
ia - IS-1S inter area, * - candidate default, U - per-user static route
0 - ODR, P - periodic downloaded static route

Gateway of last resort is not set

10.0.0.0/24 is subnetted, 5 subnets
10.1.12.0 is directly connected, Serial0/0/0
10.1.3.0 [110/65] via 10.1.23.3, 00:01:00, Serial0/0/1
10.1.2.0 is directly connected, Loopback2
10.1.1.0 [110/65] via 10.1.12.1, 00:03:10, Serial0/0/0
10.1.23.0 is directly connected, Serial0/0/1

OO0OOO0O0O
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The reason for this behavior is that area 100 is not connected to the backbone;
it is only connected to area 23. If an area is not connected to the backbone, its
routes are not advertised outside of its area.

What would happen if routes could pass between areas without going through
the backbone?

We can get around this situation by creating what is called a virtual link. This is
an OSPF feature that creates a logical extension of the backbone area across a
regular area, without actually adding any physical interfaces into area 0. To
create a virtual link, use the OSPF configuration command area transit_area
virtual-link router-id. Use this command on both R2 and R3. After you see the
adjacency over the virtual interface come up, issue the show ip route
command on R2 and see the routes from area 100. You can verify the virtual
link with the show ip ospf neighbor and show ip ospf interface commands.

R2(config)# router ospf 1
R2(config-router)# area 23 virtual-link 192.168.103.1

R3(config)# router ospf 1
R3(config-router)# area 23 virtual-link 10.1.2.1

R2# show ip route
Codes: C - connected, S - static, R - RIP, M - mobile, B - BGP

D - EIGRP, EX - EIGRP external, O - OSPF, IA - OSPF iInter area

N1 - OSPF NSSA external type 1, N2 - OSPF NSSA external type 2

E1 - OSPF external type 1, E2 - OSPF external type 2
i - 1S-1S, su - IS-1S summary, L1 - 1S-IS level-1, L2 - IS-IS level-2
ia - IS-1IS inter area, * - candidate default, U - per-user static route
0 - ODR, P - periodic downloaded static route

Gateway of last resort is not set

10.0.0.0/24 is subnetted, 5 subnets
10.1.12.0 is directly connected, Serial0/0/0
10.1.3.0 [110/65] via 10.1.23.3, 00:01:35, Serial0/0/1
10.1.2.0 is directly connected, Loopback2
10.1.1.0 [110/65] via 10.1.12.1, 00:01:35, Serial0/0/0
10.1.23.0 is directly connected, Serial0/0/1
1A 192.168.102.0/24 [110/65] via 10.1.23.3, 00:00:05, Serial0/0/1
IA 192.168.103.0/24 [110/65] via 10.1.23.3, 00:00:05, Serial0/0/1
1A 192.168.100.0/24 [110/65] via 10.1.23.3, 00:00:57, Serial0/0/1
IA 192.168.101.0/24 [110/65] via 10.1.23.3, 00:00:16, Serial0/0/1

cNoNoNoloNoNoNoNe]

R2# show ip ospf neighbor

Neighbor ID Pri State Dead Time  Address Interface
192.168.103.1 0 FULL/ - - 10.1.23.3 OSPF_VLO
10.1.1.1 0 FULL/ - 00:00:30 10.1.12.1 Serial0/0/0
192.168.103.1 0 FULL/ - 00:00:30 10.1.23.3 Serial0/0/1

R2# show ip ospf interface
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OSPF_VLO is up, line protocol is up
Internet Address 10.1.23.2/24, Area O
Process ID 1, Router ID 10.1.2.1, Network Type VIRTUAL_LINK, Cost: 64
Configured as demand circuit.
Run as demand circuit.
DoNotAge LSA allowed.
Transmit Delay is 1 sec, State POINT_TO_POINT,
Timer intervals configured, Hello 10, Dead 40, Wait 40, Retransmit 5
oob-resync timeout 40
Hello due in 00:00:03
Supports Link-local Signaling (LLS)
Index 374, flood queue length O
Next 0x0(0)/0x0(0)
Last flood scan length is 1, maximum is 1
Last flood scan time is O msec, maximum is O msec
Neighbor Count is 1, Adjacent neighbor count is 1
Adjacent with neighbor 192.168.103.1 (Hello suppressed)
Suppress hello for 1 neighbor(s)
<output omitted>

When are virtual links useful?

Why are virtual links a poor long-term solution?

Step 4: Summarizing an Area

Loopbacks 100 through 103 can be summarized into one supernet of
192.168.100.0 /22. We can configure area 100 to be represented by this single
summary route. To do this, configure R3 (the ABR) to summarize this area
using the area area range network mask command.

R3(config)# router ospf 1
R3(config-router)# area 100 range 192.168.100.0 255.255.252.0

You can see the summary route on R2 with the show ip route and show ip
ospf database commands.

R2# show ip route
Codes: C - connected, S - static, R - RIP, M - mobile, B - BGP

D - EIGRP, EX - EIGRP external, O - OSPF, 1A - OSPF inter area

N1 - OSPF NSSA external type 1, N2 - OSPF NSSA external type 2

E1l - OSPF external type 1, E2 - OSPF external type 2
i - I1S-1S, su - IS-1S summary, L1 - 1S-1IS level-1, L2 - IS-IS level-2
ia - IS-1S inter area, * - candidate default, U - per-user static route
0 - ODR, P - periodic downloaded static route

Gateway of last resort is not set
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10.0.0.0/24 is subnetted, 5 subnets
10.1.12.0 is directly connected, Serial0/0/0
10.1.3.0 [110/65] via 10.1.23.3, 00:07:25, Serial0/0/1
10.1.2.0 is directly connected, Loopback2
10.1.1.0 [110/65] via 10.1.12.1, 00:07:25, Serial0/0/0
10.1.23.0 is directly connected, Serial0/0/1

0 1A 192.168.100.0/22 [110/65] via 10.1.23.3, 00:00:01, Serial0/0/1

OO0OOO00O

R2# show ip ospf database
OSPF Router with ID (10.1.2.1) (Process ID 1)

Router Link States (Area 0)

Link ID ADV Router Age Seq# Checksum Link count
10.1.1.1 10.1.1.1 969 0x80000002 0x00C668 3
10.1.2.1 10.1.2.1 498 0x80000005 0x00924E 4
192.168.103.1 192.168.103.1 5 (DNA) 0x80000002 Ox00A573 1

Summary Net Link States (Area 0)

Link ID ADV Router Age Seq# Checksum
10.1.3.0 10.1.2.1 537 0x80000001 OxOOEFEF
10.1.3.0 192.168.103.1 11 (DNA) 0x80000001 OxOOFD5E
10.1.23.0 10.1.2.1 557 0x80000001 0x0009C3
10.1.23.0 192.168.103.1 11 (DNA) 0x80000001 0Ox00996F
192.168.100.0 192.168.103.1 1 (DNA) 0x80000001 0x009C03

Router Link States (Area 23)

Link ID ADV Router Age Seq# Checksum Link count
10.1.2.1 10.1.2.1 498 0x80000009 0x00D191 2
192.168.103.1 192.168.103.1 499 0x80000004 0Ox00A7DC 3

Summary Net Link States (Area 23)

Link ID ADV Router Age Seg# Checksum
10.1.1.0 10.1.2.1 563 0x80000001 0x0006DB
10.1.2.0 10.1.2.1 563 0x80000001 0x0078A8
10.1.12.0 10.1.2.1 563 0x80000001 0x008255
192.168.100.0 192.168.103.1 51 0x80000002 0x009A04

Notice on R3 that OSPF has generated a summary route pointing toward nullO.

R3# show ip route
Codes: C - connected, S - static, R - RIP, M - mobile, B - BGP

D - EIGRP, EX - EIGRP external, O - OSPF, IA - OSPF inter area

N1 - OSPF NSSA external type 1, N2 - OSPF NSSA external type 2

E1l - OSPF external type 1, E2 - OSPF external type 2
i - 1S-1S, su - IS-1S summary, L1 - 1S-1IS level-1, L2 - IS-IS level-2
ia - IS-1IS inter area, * - candidate default, U - per-user static route
0 - ODR, P - periodic downloaded static route

Gateway of last resort is not set

10.0.0.0/24 is subnetted, 5 subnets
10.1.12.0 [110/128] via 10.1.23.2, 00:01:18, Serial0/0/1
10.1.3.0 is directly connected, Loopback3
10.1.2.0 [110/65] via 10.1.23.2, 00:01:18, Serial0/0/1
10.1.1.0 [110/129] via 10.1.23.2, 00:01:18, Serial0/0/1
10.1.23.0 is directly connected, Serial0/0/1
192.168.102.0/24 is directly connected, Loopback102
192.168.103.0/24 is directly connected, Loopbackl03

OO0O000OO0
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C 192.168.100.0/24 is directly connected, Loopbackl00
C 192.168.101.0/24 is directly connected, Loopbackl01l
0] 192.168.100.0/22 is a summary, 00:01:19, NullO

This behavior is known as sending unknown traffic to the “bit bucket.” This
means that if the router advertising the summary route receives a packet
destined for something covered by that summary but not in the routing table, it
drops it.

What is the reasoning behind this behavior?

Step 5: Generating a Default Route into OSPF

We can simulate loopback 30 on R1 to be a connection to the Internet. We do
not necessarily need to advertise this specific network to the rest of the
network. Rather, we can just have a default route for all unknown traffic to go
here. To have R1 generate a default route, use the OSPF configuration
command default-information originate always. The always keyword is
necessary for generating a default route in this scenario. Without this keyword,
a default route is generated only into OSPF if one exists in the routing table.

R1(config)# router ospf 1
Ri(config-router)# default-information originate always

Verify that the default route appears on R2 and R3 with the show ip route
command.

R2# show ip route
Codes: C - connected, S - static, R - RIP, M - mobile, B - BGP

D - EIGRP, EX - EIGRP external, O - OSPF, IA - OSPF inter area

N1 - OSPF NSSA external type 1, N2 - OSPF NSSA external type 2

E1l - OSPF external type 1, E2 - OSPF external type 2
i - 1S-1S, su - IS-1S summary, L1 - 1S-1IS level-1, L2 - IS-IS level-2
ia - IS-1S inter area, * - candidate default, U - per-user static route
0 - ODR, P - periodic downloaded static route

Gateway of last resort is 10.1.12.1 to network 0.0.0.0

10.0.0.0/24 is subnetted, 5 subnets
10.1.12.0 is directly connected, Serial0/0/0
10.1.3.0 [110/65] via 10.1.23.3, 00:10:36, Serial0/0/1
10.1.2.0 is directly connected, Loopback2
10.1.1.0 [110/65] via 10.1.12.1, 00:00:19, Serial0/0/0
10.1.23.0 is directly connected, Serial0/0/1

O*E2 0.0.0.0/0 [110/1] via 10.1.12.1, 00:00:09, Serial0/0/0

O 1A 192.168.100.0/22 [110/65] via 10.1.23.3, 00:00:19, Serial0/0/1

OO0OOO00O

R3# show ip route

Codes: C - connected, S - static, R - RIP, M - mobile, B - BGP
D - EIGRP, EX - EIGRP external, O - OSPF, IA - OSPF iInter area
N1 - OSPF NSSA external type 1, N2 - OSPF NSSA external type 2
E1 - OSPF external type 1, E2 - OSPF external type 2
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i - 1S-1S, su - IS-1S summary, L1 - 1S-1IS level-1, L2 - IS-IS level-2
ia - IS-1IS inter area, * - candidate default, U - per-user static route
0 - ODR, P - periodic downloaded static route

Gateway of last resort is 10.1.23.2 to network 0.0.0.0

10.0.0.0/24 is subnetted, 5 subnets
10.1.12.0 [110/128] via 10.1.23.2, 00:00:35, Serial0/0/1
10.1.3.0 is directly connected, Loopback3
10.1.2.0 [110/65] via 10.1.23.2, 00:00:35, Serial0/0/1
10.1.1.0 [110/129] via 10.1.23.2, 00:00:35, Serial0/0/1
10.1.23.0 is directly connected, Serial0/0/1
192.168.102.0/24 is directly connected, Loopback102
192.168.103.0/24 is directly connected, Loopbackl03
192.168.100.0/24 is directly connected, Loopbackl00
192.168.101.0/24 is directly connected, Loopbackl01l
*E2 0.0.0.0/0 [110/1] via 10.1.23.2, 00:00:26, Serial0/0/1
192.168.100.0/22 is a summary, 00:03:28, NullO

QOOOOOOO0OO0ONOO

You should be able to ping the interface connecting to the Internet from R2 or
R3, despite never being advertised into OSPF.

R3# ping 172.30.30.1

Type escape sequence to abort.
Sending 5, 100-byte ICMP Echos to 172.30.30.1, timeout is 2 seconds:

Success rate is 100 percent (5/5), round-trip min/avg/max = 28/30/32 ms
Challenge: Configure OSPF Authentication

Configure OSPF authentication on the link between R2 and R3 for MD5
authentication, using key ID 1 and the password cisco.

Appendix A: TCL Connectivity Verification

R1# tclsh

R1(tch)#
Ri(tcl)#foreach address {
+>(tch#10.1.1.1
+>(tcl)#10.1.2.1
+>(tch)#10.1.3.1
+>(tcl)#172.30.30.1
+>(tcl)#192.168.100.1
+>(tcl)#192.168.101.1
+>(tcl)#192.168.102.1
+>(tcl)#192.168.103.1
+>(tcl)#10.1.12.1
+>(tcl)#10.1.12.2
+>(tcl)#10.1.23.2
+>(tcl)#10.1.23.3

+>(tc#} {
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+>(tcl)#ping $address }

Type escape sequence to abort.

Sending 5, 100-byte ICMP Echos to 10.1.1.1, timeout is 2 seconds:
Success rate is 100 percent (5/5), round-trip min/avg/max = 1/1/4 ms
Type escape sequence to abort.

Sending 5, 100-byte ICMP Echos to 10.1.2.1, timeout is 2 seconds:
Success rate is 100 percent (5/5), round-trip min/avg/max = 28/28/32 ms
Type escape sequence to abort.

Sending 5, 100-byte ICMP Echos to 10.1.3.1, timeout is 2 seconds:
Success rate is 100 percent (5/5), round-trip min/avg/max = 28/29/32 ms
Type escape sequence to abort.

Sending 5, 100-byte ICMP Echos to 172.30.30.1, timeout is 2 seconds:
Success rate is 100 percent (5/5), round-trip min/avg/max = 1/1/4 ms
Type escape sequence to abort.

Sending 5, 100-byte ICMP Echos to 192.168.100.1, timeout is 2 seconds:
éﬂéééss rate is 100 percent (5/5), round-trip min/avg/max = 28/29/32 ms
Type escape sequence to abort.

Sending 5, 100-byte ICMP Echos to 192.168.101.1, timeout is 2 seconds:
éﬂéééss rate is 100 percent (5/5), round-trip min/avg/max = 28/29/32 ms
Type escape sequence to abort.

Sending 5, 100-byte ICMP Echos to 192.168.102.1, timeout is 2 seconds:
éﬂéééss rate is 100 percent (5/5), round-trip min/avg/max = 28/29/32 ms
Type escape sequence to abort.

Sending 5, 100-byte ICMP Echos to 192.168.103.1, timeout is 2 seconds:
é&éééss rate is 100 percent (5/5), round-trip min/avg/max = 28/29/32 ms
Type escape sequence to abort.

Sending 5, 100-byte ICMP Echos to 10.1.12.1, timeout is 2 seconds:
Success rate is 100 percent (5/5), round-trip min/avg/max = 56/56/56 ms
Type escape sequence to abort.

Sending 5, 100-byte ICMP Echos to 10.1.12.2, timeout is 2 seconds:
Success rate is 100 percent (5/5), round-trip min/avg/max = 28/28/32 ms
Type escape sequence to abort.

Sending 5, 100-byte ICMP Echos to 10.1.23.2, timeout is 2 seconds:
Success rate is 100 percent (5/5), round-trip min/avg/max = 28/28/28 ms
Type escape sequence to abort.

Sending 5, 100-byte ICMP Echos to 10.1.23.3, timeout is 2 seconds:

Success rate is 100 percent (5/5), round-trip min/avg/max = 28/29/32 ms

R2# tclsh

R2(tchH#
R2(tcl)#foreach address {
+>(tch)#10.1.1.1
+>(tch#10.1.2.1
+>(tcl)#10.1.3.1
+>(tc)#172.30.30.1
+>(tcl)#192.168.100.1
+>(tcl)#192.168.101.1
+>(tcl)#192.168.102.1
+>(tcl)#192.168.103.1
+>(tc)#10.1.12.1
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+>(tc#10.1.12.2
+>(tc)#10.1.23.2
+>(tc#10.1.23.3
+>(tc#} {
+>(tcl)#ping $address }

Type escape sequence to abort.
Sending 5, 100-byte ICMP Echos to

Success rate is 100 percent (5/5),

Type escape sequence to abort.
Sending 5, 100-byte ICMP Echos to

Success rate is 100 percent (5/5),

Type escape sequence to abort.
Sending 5, 100-byte ICMP Echos to

Success rate is 100 percent (5/5),

Type escape sequence to abort.
Sending 5, 100-byte ICMP Echos to

Success rate is 100 percent (5/5),

Type escape sequence to abort.
Sending 5, 100-byte ICMP Echos to

Success rate is 100 percent (5/5),

Type escape sequence to abort.
Sending 5, 100-byte ICMP Echos to

Success rate is 100 percent (5/5),

Type escape sequence to abort.
Sending 5, 100-byte ICMP Echos to

Success rate is 100 percent (5/5),

Type escape sequence to abort.
Sending 5, 100-byte ICMP Echos to

Success rate is 100 percent (5/5),

Type escape sequence to abort.
Sending 5, 100-byte ICMP Echos to

Success rate is 100 percent (5/5),

Type escape sequence to abort.
Sending 5, 100-byte ICMP Echos to

Success rate is 100 percent (5/5),

Type escape sequence to abort.
Sending 5, 100-byte ICMP Echos to

Success rate is 100 percent (5/5),

Type escape sequence to abort.
Sending 5, 100-byte ICMP Echos to

Success rate is 100 percent (5/5),

R3# tclsh

R3(tch)#foreach address {
+>(tc)#10.1.1.1
+>(tcD#10.1.2.1
+>(tcl)#10.1.3.1
+>(tcl)#172.30.30.1
+>(tcl)#192.168.100.1
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10.1.1.1, timeout iIs 2 seconds:

round-trip min/avg/max = 28/28/32 ms

10.1.2.1, timeout iIs 2 seconds:

round-trip min/avg/max = 1/1/4 ms

10.1.3.1, timeout is 2 seconds:

round-trip min/avg/max = 1/2/4 ms

172.30.30.1, timeout is 2 seconds:

round-trip min/avg/max = 28/28/32 ms

192.168.100.1, timeout is 2 seconds:

round-trip min/avg/max = 1/2/4 ms

192.168.101.1, timeout is 2 seconds:

round-trip min/avg/max = 1/2/4 ms

192.168.102.1, timeout is 2 seconds:

round-trip min/avg/max = 1/2/4 ms

192.168.103.1, timeout is 2 seconds:
round-trip min/avg/max = 1/2/4 ms
10.1.12.1, timeout is 2 seconds:
round-trip min/avg/max = 28/28/32 ms
10.1.12.2, timeout is 2 seconds:

56/57/64 ms

round-trip min/avg/max =
10.1.23.2, timeout is 2 seconds:
round-trip min/avg/max = 1/3/4 ms
10.1.23.3, timeout is 2 seconds:

round-trip min/avg/max = 1/2/4 ms
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+>(tcl)#192.168.101.1
+>(tcl)#192.168.102.1
+>(tcl)#192.168.103.1
+>(tch)#10.1.12.1
+>(tcD#10.1.12.2
+>(tc)#10.1.23.2
+>(tcD#10.1.23.3
+>(tc#} {
+>(tcl)#ping $address }

Type escape sequence to abort.
Sending 5, 100-byte ICMP Echos to

Success rate is 100 percent (5/5),

Type escape sequence to abort.
Sending 5, 100-byte ICMP Echos to

Success rate is 100 percent (5/5),

Type escape sequence to abort.
Sending 5, 100-byte ICMP Echos to

Success rate is 100 percent (5/5),

Type escape sequence to abort.
Sending 5, 100-byte ICMP Echos to

Success rate is 100 percent (5/5),

Type escape sequence to abort.
Sending 5, 100-byte ICMP Echos to

Success rate is 100 percent (5/5),

Type escape sequence to abort.
Sending 5, 100-byte ICMP Echos to

Success rate is 100 percent (5/5),

Type escape sequence to abort.
Sending 5, 100-byte ICMP Echos to

Success rate is 100 percent (5/5),

Type escape sequence to abort.
Sending 5, 100-byte ICMP Echos to

Success rate is 100 percent (5/5),

Type escape sequence to abort.

Sending 5, 100-byte ICMP Echos to 10.1.12.1, timeout is 2 seconds:

Success rate is 100 percent (5/5),

Type escape sequence to abort.
Sending 5, 100-byte ICMP Echos to

Success rate is 100 percent (5/5),

Type escape sequence to abort.
Sending 5, 100-byte ICMP Echos to

Success rate is 100 percent (5/5),

Type escape sequence to abort.
Sending 5, 100-byte ICMP Echos to

Success rate is 100 percent (5/5),
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10.1.1.1, timeout is 2 seconds:
round-trip min/avg/max =
10.1.2.1, timeout is 2 seconds:
round-trip min/avg/max = 1/2/4
10.1.3.1, timeout is 2 seconds:
round-trip min/avg/max = 1/1/1
172.30.30.1, timeout is 2
round-trip min/avg/max =
192.168.100.1, timeout is
round-trip min/avg/max = 1/1/4
192.168.101.1, timeout is
round-trip min/avg/max = 1/1/4
192.168.102.1, timeout 1is
round-trip min/avg/max = 1/1/4
192.168.103.1, timeout 1is
round-trip min/avg/max = 1/1/1

round-trip min/avg/max =

10.1.12.2, timeout is 2 seconds:

round-trip min/avg/max = 1/2/4

10.1.23.2, timeout is 2 seconds:

round-trip min/avg/max = 1/2/4

10.1.23.3, timeout is 2 seconds:

round-trip min/avg/max = 1/2/4

28/28/32

ms

ms

ms

seconds:

28/29/32 ms

2 seconds:

ms

2 seconds:

ms

2 seconds:

ms

2 seconds:

ms

28/29/32 ms

ms

ms

ms

Copyright © 2006, Cisco Systems, Inc



Final Configuration

R1# show run
1

Hostname R1
1

interface Loopbackl
ip address 10.1.1.1 255.255.255.0
ip ospf network point-to-point

interface Loopback30
ip address 172.30.30.1 255.255.255.252

interface Serial0/0/0
ip address 10.1.12.1 255.255.255.0
clock rate 64000

no shutdown
1

router ospf 1

network 10.1.1.0 0.0.0.255 area O
network 10.1.12.0 0.0.0.255 area O
default-information originate always
!

end

R2# show run
1

Hostname R2
1

interface Loopback?2
ip address 10.1.2.1 255.255.255.0
ip ospf network point-to-point

interface Serial0/0/0
ip address 10.1.12.2 255.255.255.0
no shutdown

interface Serial0/0/1

ip address 10.1.23.2 255.255.255.0
no shutdown

1
router ospf 1

area 23 virtual-link 192.168.103.1
network 10.1.2.0 0.0.0.255 area O
network 10.1.12.0 0.0.0.255 area O
network 10.1.23.0 0.0.0.255 area 23
1
end

R3# show run
1

hostname R3
1
interface Loopback3
ip address 10.1.3.1 255.255.255.0
ip ospf network point-to-point
L
interface Loopbackl100
ip address 192.168.100.1 255.255.255.0
ip ospf network point-to-point
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interface Loopbackl101

ip address 192.168.101.1 255.255.255.0
ip ospf network point-to-point

1

interface Loopback102

ip address 192.168.102.1 255.255.255.0
ip ospf network point-to-point

1

interface Loopback103

ip address 192.168.103.1 255.255.255.0
ip ospf network point-to-point

interface Serial0/0/1

ip address 10.1.23.3 255.255.255.0

clock rate 2000000

no shutdown

1
router ospf 1

area 23 virtual-link 10.1.2.1

area 100 range 192.168.100.0 255.255.252.0
network 10.1.3.0 0.0.0.255 area 23

network 10.1.23.0 0.0.0.255 area 23
network 192.168.100.0 0.0.3.255 area 100
1
end
tclsh

foreach address {
10.1.1.1
10.1.2.1
10.1.3.1
172.30.30.1
192.168.100.1
192.168.101.1
192.168.102.1
192.168.103.1
10.1.12.1
10.1.12.2
10.1.23.2
10.1.23.3

A
ping $address }
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Lab 3-4a OSPF over Frame Relay

Learning Objectives

e Configure OSPF over Frame Relay
e Use non-broadcast and point-to-multipoint OSPF network types
e Modify default OSPF timers

Topology

East Branch

Loopback2: 10.1.2.1/24

S0/0M1
10.1.123.0/24 DCE

2 2

S0/0/1

L 5 10.1.23.0/24

S0/1/0
" DCE

Headquarters Fa0/0

Loopback1: 10.1.1.1/24

3 Fa0/0

3
S0/0/0

Loopback3: 10.3.1.1/24
West Branch

If you are using an Adtran as a Frame Relay switch, please skip this lab and go
to Lab 3.4b.

Note on serial interface numbering: Given the diversity of router models and
the associated differing naming conventions for serial interfaces (S0, S0/0,
S0/0/0), the actual interface numbers on your devices probably differ from those
above. The same is true concerning which side of the link is DCE or DTE. You
should always draw your own network diagram based upon your specific
physical topology. If you are uncertain which side of the connection is DCE, use
the show controllers serial interface number command:

HQ# show controllers serial0/0/0
Interface Serial0/0/0

Hardware is GT96K

DCE V.35, clock rate 2000000
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Scenario

You are responsible for configuring the new network to connect your company’s
east branch and west branch through the company headquarters represented
by loopback interfaces on each of the three routers. The physical devices have
just been installed and connected over Frame Relay hub-and-spoke. Configure
OSPF to allow full connectivity between all departments.

There will also be an Ethernet connection between East and West. This
represents a backup line given by a service provider.

This topology may appear again in future labs, so save your configuration when
you are done.

Step 1: Addressing

Set up the Frame Relay switch connecting the routers to have the DLCIs
indicated in the diagram between HQ and East and HQ and West.

Then configure the router physical interfaces with IP addresses. On the
interfaces connected to the Frame Relay switch, configure Frame Relay
encapsulation with Inverse ARP disabled and use Frame Relay map
statements. Make sure you include the broadcast keyword in your map
statements and local Frame Relay maps so that you can ping yourself. Also set
up the loopback interfaces.

HQ# configure terminal

Enter configuration commands, one per line. End with CNTL/Z.
HQ(config)# interface loopback 1

HQ(conFig-if)# ip address 10.1.1.1 255.255.255.0
HQ(config-if)# interface serial 0/0/1

HQ(conFig-if)# ip address 10.1.123.1 255.255.255.0
HQ(config-iT)# encapsulation frame-relay

HQ(conFig-if)# no frame-relay inverse-arp

HQ(config-if)# frame-relay map ip 10.1.123.1 102
HQ(conFig-if)# frame-relay map ip 10.1.123.2 102 broadcast
HQ(config-if)# frame-relay map ip 10.1.123.3 103 broadcast
HQ(conFig-if)# no shutdown

EAST# configure terminal

Enter configuration commands, one per line. End with CNTL/Z.
EAST(config)# interface loopback 2

EAST(config-if)# ip address 10.1.2.1 255.255.255.0
EAST(config-if)# interface serial 0/0/1

EAST(config-if)# ip address 10.1.123.2 255.255.255.0
EAST(config-if)# encapsulation frame-relay

EAST(config-if)# no frame-relay inverse-arp

EAST(config-if)# frame-relay map ip 10.1.123.1 201 broadcast
EAST(config-if)# frame-relay map ip 10.1.123.2 201
EAST(config-if)# frame-relay map ip 10.1.123.3 201 broadcast
EAST(config-if)# no shutdown

EAST(config-if)# interface fastethernet 0/0

EAST(config-if)# ip address 10.1.23.2 255.255.255.0
EAST(config-if)# no shutdown
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WEST# configure terminal

Enter configuration commands, one per line. End with CNTL/Z.
WEST(config)# interface loopback 2

WEST(config-if)# ip address 10.1.3.1 255.255.255.0
WEST(config-if)# interface serial 0/0/1

WEST(config-if)# ip address 10.1.123.3 255.255.255.0
WEST(config-if)# encapsulation frame-relay

WEST(config-if)# no frame-relay inverse-arp

WEST(config-if)# frame-relay map ip 10.1.123.1 301 broadcast
WEST(config-if)# frame-relay map ip 10.1.123.2 301 broadcast
WEST(config-if)# frame-relay map ip 10.1.123.3 301
WEST(config-if)# no shutdown

WEST(config-if)# interface fastethernet 0/0

WEST(config-if)# ip address 10.1.23.3 255.255.255.0
WEST(config-if)# no shutdown

Verify that you have local subnet connectivity with ping.
Step 2: Setting Up NMBA OSPF

We can set up OSPF for hub-and-spoke over Frame Relay. HQ will be the hub;
East and West will be the spokes. Create OSPF process 1, and add the Frame
Relay interfaces on each router into area 0 with the network command. Also,
add the loopback interfaces on each router into area 0. Then change the
network type to allow the correct subnet mask to be advertised.

HQ(config)# router ospf 1

HQ(config-router)# network 10.1.123.0 O.
HQ(config-router)# network 10.1.1.0 0.0.
HQ(config-router)# interface loopback 1
HQ(conFfig-if)# ip ospf network point-to-point

0.255 area O
2

0.
0.255 area O

EAST(config)# router ospf 1

EAST(config-router)# network 10.1.123.0 0.0.0.255 area 0O
EAST(config-router)# network 10.1.2.0 0.0.0.255 area O
EAST(config-router)# interface loopback 2
EAST(config-if)# ip ospf network point-to-point

WEST(config)# router ospf 1

WEST(config-router)# network 10.1.123.0 0.0.0.255 area 0
WEST(config-router)# network 10.1.3.0 0.0.0.255 area O
WEST(config-router)# interface loopback 3
WEST(config-if)# ip ospf network point-to-point

No Frame Relay adjacencies will be established yet, because the default
network type is non-broadcast. We can change this by adding neighbor
statements. Before that, however, go on East and West and change their
Frame Relay interfaces to have OSPF priority 0. This ensures that HQ becomes
the DR. Next, configure neighbor statements on HQ pointing toward East and
West. Only the router starting the exchange needs neighbor statements (it is
HQ in this case). Although it may take a little while because the hello timers are
long on non-broadcast, the adjacencies will eventually come up. You can verify
adjacency states with the show ip ospf neighbor command.

HQ(config)# router ospf 1

HQ(config-router)# neighbor 10.1.123.2
HQ(config-router)# neighbor 10.1.123.3
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EAST(config)# interface serial 0/0/1
EAST(config-if)# ip ospf priority O

WEST(config)# interface serial 0/0/0
WEST(config-if)# ip ospf priority O

HQ# show ip ospf neighbor

Neighbor ID Pri State Dead Time  Address Interface
10.1.2.1 0  FULL/DROTHER 00:01:57 10.1.123.2 Serial0/0/1
10.1.3.1 0  FULL/DROTHER 00:01:57 10.1.123.3 Serial0/0/1

Non-broadcast networks are good for Frame Relay because you have the
maximum level of control over neighbor relationships. All OSPF packets are
unicast and go only to their intended destination. Non-broadcast saves
bandwidth because of the strict control you can have over which router
becomes the DR.

Step 3: Changing the Network Type to Point-to-Multipoint

Point-to-multipoint is an OSPF area type that lends itself very well to a hub-and-
spoke topology. Point-to-multipoint does not elect DRs or BDRSs, so it does not
need interface priorities. Instead, it treats the network as a collection of point-to-
point networks and advertises host routes for any neighbors it has.

To configure this, first take off the configuration already there for a non-
broadcast network, meaning the neighbor statements and interface priorities.
The adjacencies time out after the dead timer expires.

HQ(config)# router ospf 1
HQ(config-router)# no neighbor 10.1.123.2
HQ(config-router)# no neighbor 10.1.123.3

EAST(config)# interface serial 0/0/1
EAST(config-if)# no ip ospf priority 0O

WEST(config)# interface serial 0/0/0
WEST(config-if)# no ip ospf priority 0O

After removing the old configuration, use the interface-level command ip ospf
network point-to-multipoint. Verify that your adjacencies are active with the
show ip ospf neighbor command.

HQ(config)# interface serial 0/0/1
HQ(config-if)# ip ospf network point-to-multipoint

EAST(config)# interface serial 0/0/1
EAST(config-if)# ip ospf network point-to-multipoint

WEST(config)# interface serial 0/0/0
WEST(config-if)# ip ospf network point-to-multipoint

HQ# show ip ospf neighbor

Neighbor ID Pri State Dead Time  Address Interface
10.1.3.1 0 FULL/ - 00:01:34 10.1.123.3 Serial0/0/1
10.1.2.1 0 FULL/ - 00:01:45 10.1.123.2 Serial0/0/1
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Look at the routing table on one of the spoke routers. Notice how the routing
table has host routes in it. This is part of point-to-multipoint behavior.

EAST# show ip route
Codes: C - connected, S - static, R - RIP, M - mobile, B - BGP

D - EIGRP, EX - EIGRP external, O - OSPF, IA - OSPF inter area

N1 - OSPF NSSA external type 1, N2 - OSPF NSSA external type 2

E1 - OSPF external type 1, E2 - OSPF external type 2
i - I1S-1S, su - IS-1S summary, L1 - 1S-1IS level-1, L2 - IS-1IS level-2
ia - IS-1IS inter area, * - candidate default, U - per-user static route
0 - ODR, P - periodic downloaded static route

Gateway of last resort is not set

10.0.0.0/8 is variably subnetted, 7 subnets, 2 masks

0 10.1.3.0/24 [110/129] via 10.1.123.1, 00:01:07, Serial0/0/1

C 10.1.2.0/24 is directly connected, Loopback2

0 10.1.1.0/24 [110/65] via 10.1.123.1, 00:01:07, Serial0/0/1

C 10.1.23.0/24 is directly connected, FastEthernet0/0

C 10.1.123.0/24 is directly connected, Serial0/0/1

0 10.1.123.1/32 [110/64] via 10.1.123.1, 00:01:07, Serial0/0/1
0 10.1.123.3/32 [110/128] via 10.1.123.1, 00:01:07, Serial0/0/1

Look at the output of the show ip ospf interface interface command on your
routers. Notice that the interface type is point-to-multipoint.

EAST# show ip ospf interface serial 0/0/1
Serial0/0/1 is up, line protocol is up
Internet Address 10.1.123.2/24, Area O
Process ID 1, Router ID 10.1.2.1, Network Type POINT_TO_MULTIPOINT, Cost: 64
Transmit Delay is 1 sec, State POINT_TO_MULTIPOINT,
Timer intervals configured, Hello 30, Dead 120, Wait 120, Retransmit 5
oob-resync timeout 120
Hello due in 00:00:16
Supports Link-local Signaling (LLS)
Index 1/1, flood queue length O
Next 0x0(0)/0x0(0)
Last flood scan length is 1, maximum is 1
Last flood scan time is O msec, maximum is O msec
Neighbor Count is 1, Adjacent neighbor count is 1
Adjacent with neighbor 10.1.1.1
Suppress hello for 0 neighbor(s)

What are some advantages to configuring an NBMA network as point-to-
multipoint instead of non-broadcast? What are some disadvantages?

Step 4: Changing OSPF Timers

Add the Ethernet link connecting East and West to the OSPF process using the
network command.

EAST(config)# router ospf 1
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EAST(config-router)# network 10.1.23.0 0.0.0.255 area O

WEST(config)# router ospf 1
WEST(config-router)# network 10.1.23.0 0.0.0.255 area 0

Look at the interface OSPF properties with the show ip ospf interface
interface command.

EAST# show ip ospf interface fastethernet 0/0
FastEthernet0/0 is up, line protocol is up
Internet Address 10.1.23.2/24, Area O
Process ID 1, Router ID 10.1.2.1, Network Type BROADCAST, Cost: 1
Transmit Delay is 1 sec, State BDR, Priority 1
Designated Router (ID) 10.1.3.1, Interface address 10.1.23.3
Backup Designated router (ID) 10.1.2.1, Interface address 10.1.23.2
Timer intervals configured, Hello 10, Dead 40, Wait 40, Retransmit 5
oob-resync timeout 40
Hello due in 00:00:00
Supports Link-local Signaling (LLS)
Index 3/3, flood queue length O
Next 0x0(0)/0x0(0)
Last flood scan length is 1, maximum is 1
Last flood scan time is O msec, maximum is O msec
Neighbor Count is 1, Adjacent neighbor count is 1
Adjacent with neighbor 10.1.3.1 (Designated Router)
Suppress hello for 0 neighbor(s)

Since it is an Ethernet link, it has the default network type of broadcast and the
default network timers associated with a broadcast network. Sometimes, you
may want to change the default timers to allow for better network convergence,
because lower dead timers mean that neighbors that go down are detected
more quickly. The disadvantage of this is higher router CPU utilization and more
bandwidth being consumed by hello packets.

You can change the default hello timer to any time you want with the ip ospf
hello-interval seconds command. Change the hello interval to 5 seconds on
both sides. Change the dead timer to 15 seconds with the ip ospf dead-
interval seconds command. Verify this with the show ip ospf interface
interface command.

EAST(config)# interface fastethernet 0/0
EAST(config-if)# ip ospf hello-interval 5
EAST(config-if)# ip ospf dead-interval 15

WEST(config)# interface fastethernet 0/0
WEST(config-if)# ip ospf hello-interval 5
WEST(config-if)# ip ospf dead-interval 15

EAST# show ip ospf int f0/0

FastEthernet0/0 is up, line protocol is up
Internet Address 10.1.23.2/24, Area O
Process ID 1, Router ID 10.1.2.1, Network Type BROADCAST, Cost: 1
Transmit Delay is 1 sec, State BDR, Priority 1
Designated Router (ID) 10.1.3.1, Interface address 10.1.23.3
Backup Designated router (ID) 10.1.2.1, Interface address 10.1.23.
Timer intervals configured, Hello 5, Dead 15, Wait 15, Retransmit

oob-resync timeout 40

2
5
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Hello due in 00:00:01
Supports Link-local Signaling (LLS)
Index 3/3, flood queue length O
Next 0x0(0)/0x0(0)
Last flood scan length is 1, maximum is 1
Last flood scan time is 0 msec, maximum is O msec
Neighbor Count is 1, Adjacent neighbor count is 1
Adjacent with neighbor 10.1.3.1 (Designated Router)
Suppress hello for 0 neighbor(s)

What are some downsides to changing the timers if they are not tuned
correctly?

Challenge: Minimal Hello Intervals

Configure the serial link to have even lower convergence time in case of a
failure. To configure this, use the variant of the dead-interval command ip ospf
dead-interval minimal hello-multiplier multiplier. This command sets the
dead interval to one second. The hello rate is the multiplier number of hellos per
second. Configure the routers to send five hellos a second. Look at the dead
time column of the show ip ospf neighbor command. Is it a different format
than before for that connection?

Appendix A: TCL Connectivity Verification
tclsh

foreach address {

10.1.1.1
10.1.2.1
10.1.3.1
10.1.123.1
10.1.123.2
10.1.123.3
10.1.23.2
10.1.23.3
3 {

ping $address }
HQ# tclsh
HQ(tcD#

HQ(tcl)#foreach address {
+>(tch)#10.1.1.1
+>(tchH#10.1.2.1
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+>(tc#10.1.3.1
+>(tchH#10.1.123.1
+>(tc#10.1.123.2
+>(tch)#10.1.123.3
+>(tc)#10.1.23.2
+>(tc)#10.1.23.3
+>(tcD#} {
+>(tcD#ping $address }

Type escape sequence to abort.
Sending 5, 100-byte ICMP Echos to

Success rate is 100 percent (5/5),

Type escape sequence to abort.
Sending 5, 100-byte ICMP Echos to

Success rate is 100 percent (5/5),

Type escape sequence to abort.
Sending 5, 100-byte ICMP Echos to

Success rate is 100 percent (5/5),

Type escape sequence to abort.
Sending 5, 100-byte ICMP Echos to
Success rate is 0 percent (0/5)
Type escape sequence to abort.
Sending 5, 100-byte ICMP Echos to

Success rate is 100 percent (5/5),

Type escape sequence to abort.
Sending 5, 100-byte ICMP Echos to

Success rate is 100 percent (5/5),

Type escape sequence to abort.
Sending 5, 100-byte ICMP Echos to

Success rate is 100 percent (5/5),

Type escape sequence to abort.
Sending 5, 100-byte ICMP Echos to

Success rate is 100 percent (5/5),

EAST# tclsh
EAST(tch)#
EAST(tcl)#foreach address {
+>10.1.1.1
+>10.1.2.1
+>10.1.3.1
+>10.1.123.1
+>10.1.123.2
+>10.1.123.3
+>10.1.23.2
+>10.1.23.3

+>} {
+>ping $address }

Type escape sequence to abort.
Sending 5, 100-byte ICMP Echos to

Success rate is 100 percent (5/5),

Type escape sequence to abort.
Sending 5, 100-byte ICMP Echos to
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10.1.1.1, timeout is 2 seconds:
round-trip min/avg/max = 1/2/4
10.1.2.1, timeout is 2 seconds:
round-trip min/avg/max = 1/3/4
10.1.3.1, timeout is 2 seconds:
round-trip min/avg/max = 1/3/4

10.1.123.1,

ms

ms

ms

timeout is 2 seconds:

ms

ms

ms

10.1.123.2, timeout is 2 seconds:
round-trip min/avg/max = 1/2/4
10.1.123.3, timeout is 2 seconds:
round-trip min/avg/max = 1/2/4
10.1.23.2, timeout is 2 seconds:
round-trip min/avg/max = 1/3/4
10.1.23.3, timeout is 2 seconds:
round-trip min/avg/max = 1/3/4

10.1.1.1, timeout is 2 seconds:
round-trip min/avg/max = 1/3/4

10.1.2.1, timeout iIs 2 seconds:

ms

ms
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Success rate is 100 percent (5/5),

Type escape sequence to abort.
Sending 5, 100-byte ICMP Echos to

Success rate is 100 percent (5/5),

Type escape sequence to abort.
Sending 5, 100-byte ICMP Echos to

Success rate is 100 percent (5/5),

Type escape sequence to abort.
Sending 5, 100-byte ICMP Echos to
Success rate is 0 percent (0/5)
Type escape sequence to abort.
Sending 5, 100-byte ICMP Echos to

Success rate is 100 percent (5/5),

Type escape sequence to abort.
Sending 5, 100-byte ICMP Echos to

Success rate is 100 percent (5/5),

Type escape sequence to abort.
Sending 5, 100-byte ICMP Echos to

Success rate is 100 percent (5/5),

WEST# tclsh
WEST(tc)#
WEST (tc)#foreach address {
+>10.1.1.1
+>10.1.2.1
+>10.1.3.1
+>10.1.123.1
+>10.1.123.2
+>10.1.123.3
+>10.1.23.2
+>10.1.23.3

+>} {
+>ping $address }

Type escape sequence to abort.
Sending 5, 100-byte ICMP Echos to

Success rate is 100 percent (5/5),

Type escape sequence to abort.
Sending 5, 100-byte ICMP Echos to

Success rate is 100 percent (5/5),

Type escape sequence to abort.
Sending 5, 100-byte ICMP Echos to

Success rate is 100 percent (5/5),

Type escape sequence to abort.
Sending 5, 100-byte ICMP Echos to

Success rate is 100 percent (5/5),

Type escape sequence to abort.
Sending 5, 100-byte ICMP Echos to

Success rate is 100 percent (5/5),

Type escape sequence to abort.
Sending 5, 100-byte ICMP Echos to
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round-trip min/avg/max 1/1/4 ms

10.1.3.1, timeout is 2 seconds:

round-trip min/avg/max 1/1/4 ms

10.1.123.1, timeout is 2 seconds:

round-trip min/avg/max 1/2/4 ms

10.1.123.2, timeout is 2 seconds:

10.1.123.3, timeout is 2 seconds:

round-trip min/avg/max = 1/1/4 ms

10.1.23.2, timeout is 2 seconds:

1/1/74

round-trip min/avg/max ms

10.1.23.3, timeout is 2 seconds:

1/2/4 ms

round-trip min/avg/max

10.1.1.1, timeout is 2 seconds:

round-trip min/avg/max = 4/4/4 ms

10.1.2.1, timeout is 2 seconds:

round-trip min/avg/max 1/3/4 ms

10.1.3.1, timeout is 2 seconds:

round-trip min/avg/max 1/1/4 ms

10.1.123.1, timeout is 2 seconds:

1/3/4 ms

round-trip min/avg/max

10.1.123.2, timeout is 2 seconds:

round-trip min/avg/max = 1/3/4 ms

10.1.123.3, timeout is 2 seconds:
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Success rate is 0 percent (0/5)

Type escape sequence to abort.

Sending 5, 100-byte ICMP Echos to 10.1.23.2, timeout is 2 seconds:
Success rate is 100 percent (5/5), round-trip min/avg/max = 1/1/4 ms
Type escape sequence to abort.

Sending 5, 100-byte ICMP Echos to 10.1.23.3, timeout is 2 seconds:

Success rate is 100 percent (5/5), round-trip min/avg/max = 1/1/4 ms
Final Configurations

HQ# show run
1

hostname HQ
1

interface Loopbackl
ip address 10.1.1.1 255.255.255.0
ip ospf network point-to-point

interface Serial0/0/1

ip address 10.1.123.1 255.255.255.0
encapsulation frame-relay

ip ospf network point-to-multipoint
frame-relay map ip 10.1.123.1 102
frame-relay map ip 10.1.123.2 102 broadcast
frame-relay map ip 10.1.123.3 103 broadcast
no frame-relay inverse-arp

no shutdown

1

router ospf 1
network 10.1.
network 10.1.
1
end

55 area 0O

0 0.0.0.2
3.0 0.0.0.255 area O

1.
12

EAST# show run
1

Hostname EAST
!
interface Loopback?2
ip address 10.1.2.1 255.255.255.0
ip ospf network point-to-point
!
interface FastEthernet0/0
ip address 10.1.23.2 255.255.255.0
ip ospf hello-interval 5
ip ospf dead-interval 15
no shutdown

interface Serial0/0/1

ip address 10.1.123.2 255.255.255.0
encapsulation frame-relay

ip ospf network point-to-multipoint

clock rate 2000000

frame-relay map ip 10.1.123.1 201 broadcast
frame-relay map ip 10.1.123.2 201
frame-relay map ip 10.1.123.3 201 broadcast
no frame-relay inverse-arp

no shutdown

1

router ospf 1
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network 10.1.2.0 0.0.0.255 area O
network 10.1.23.0 0.0.0.255 area O
network 10.1.123.0 0.0.0.255 area O
1

end

WEST# show run
1

Hostname WEST
1

interface Loopback3

ip address 10.1.3.1 255.255.255.0
ip ospf network point-to-point

1
interface FastEthernet0/0

ip address 10.1.23.3 255.255.255.0
ip ospf hello-interval 5

ip ospf dead-interval 15

no shutdown

interface Serial0/0/0

ip address 10.1.123.3 255.255.255.0
encapsulation frame-relay

ip ospf network point-to-multipoint

clock rate 2000000

frame-relay map ip 10.1.123.1 301 broadcast
frame-relay map ip 10.1.123.2 301 broadcast
frame-relay map ip 10.1.123.3 301

no frame-relay inverse-arp

no shutdown
1

router ospf 1

network 10.1.3.0 0.0.0.255 area O
network 10.1.23.0 0.0.0.255 area O
network 10.1.123.0 0.0.0.255 area O
1

end

FRS# show run
1

hostname FRS
1
frame-relay switching
interface Serial0/0/0
no ip address
encapsulation frame-relay
no ip route-cache
clock rate 2000000
frame-relay intf-type dce
frame-relay route 102 interface Serial0/0/1 201
frame-relay route 103 interface Serial0/1/0 301
no shutdown

interface Serial0/0/1

no ip address

encapsulation frame-relay

frame-relay intf-type dce

frame-relay route 201 interface Serial0/0/0 102
no shutdown

interface Serial0/1/0
no ip address
encapsulation frame-relay
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no ip route-cache
frame-relay intf-type dce

frame-relay route 301 interface Serial0/0/0 103
no shutdown
!

end
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Lab 3-4b OSPF over Frame Relay

Learning Objectives

e Configure OSPF over Frame Relay
e Use non-broadcast and point-to-multipoint OSPF network types
e Modify default OSPF timers

Topology

East Branch

Loopback2: 10.1.2.1/24

.2
Headquarters Fa0/0

S0/0/0

Loopback1: 10.1.1.1/24

Fa0/0
3

S0/0/0

Loopback3: 10.3.1.1/24

West Branch

Note on serial interface numbering: Given the diversity of router models and
the associated differing naming conventions for serial interfaces (SO, S0/0,
S0/0/0), the actual interface numbers on your devices probably differ from those
above. The same is true concerning which side of the link is DCE or DTE. You
should always draw your own network diagram based upon your specific
physical topology. If you are uncertain which side of the connection is DCE, use
the show controllers serial interface number command:

HQ# show controllers serial0/0/0
Interface Serial0/0/0

Hardware is GT96K

DCE V.35, clock rate 2000000
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Scenario

You are responsible for configuring the new network to connect your company’s
east branch and west branch through the company headquarters represented
by loopback interfaces on each of the three routers. The physical devices have
just been installed and connected over Frame Relay hub-and-spoke. Configure
OSPF to allow full connectivity between all departments.

There will also be an Ethernet connection between East and West. This
represents a backup line given by a service provider.

This topology may appear again in future labs, so save your configuration when
you are done.

Step 1: Addressing

Set up the Frame Relay switch connecting the routers to have the DLCIs
indicated in the diagram between HQ and East and HQ and West.

Then configure the router physical interfaces with IP addresses. On the
interfaces connected to the Frame Relay switch, configure Frame Relay
encapsulation with Inverse ARP disabled and use Frame Relay map
statements. Make sure you include the broadcast keyword in your map
statements and local Frame Relay maps so that you can ping yourself. Also set
up the loopback interfaces.

HQ# configure terminal

Enter configuration commands, one per line. End with CNTL/Z.
HQ(config)# interface loopback 1

HQ(conFig-if)# ip address 10.1.1.1 255.255.255.0
HQ(config-if)# interface serial 0/0/0

HQ(conFig-if)# ip address 10.1.123.1 255.255.255.0
HQ(config-if)# encapsulation frame-relay ietf
HQ(conFig-if)# no frame-relay inverse-arp

HQ(config-if)# frame-relay map ip 10.1.123.1 102
HQ(conFig-if)# frame-relay map ip 10.1.123.2 102 broadcast
HQ(config-if)# frame-relay map ip 10.1.123.3 103 broadcast
HQ(conFig-if)# no shutdown

EAST# configure terminal

Enter configuration commands, one per line. End with CNTL/Z.
EAST(config)# interface loopback 2

EAST(config-if)# ip address 10.1.2.1 255.255.255.0
EAST(config-if)# interface serial 0/0/0

EAST(config-if)# ip address 10.1.123.2 255.255.255.0
EAST(config-if)# encapsulation frame-relay ietf
EAST(config-if)# no frame-relay inverse-arp

EAST(config-if)# frame-relay map ip 10.1.123.1 201 broadcast
EAST(config-if)# frame-relay map ip 10.1.123.2 201
EAST(config-if)# frame-relay map ip 10.1.123.3 201 broadcast
EAST(config-if)# no shutdown

EAST(config-if)# interface fastethernet 0/0

EAST(config-if)# ip address 10.1.23.2 255.255.255.0
EAST(config-if)# no shutdown
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WEST# configure terminal

Enter configuration commands, one per line. End with CNTL/Z.
WEST(config)# interface loopback 2

WEST(config-if)# ip address 10.1.3.1 255.255.255.0
WEST(config-if)# interface serial 0/0/0

WEST(config-if)# ip address 10.1.123.3 255.255.255.0
WEST(config-if)# encapsulation frame-relay ietf
WEST(config-if)# no frame-relay inverse-arp

WEST(config-if)# frame-relay map ip 10.1.123.1 301 broadcast
WEST(config-if)# frame-relay map ip 10.1.123.2 301 broadcast
WEST(config-if)# frame-relay map ip 10.1.123.3 301
WEST(config-if)# no shutdown

WEST(config-if)# interface fastethernet 0/0

WEST(config-if)# ip address 10.1.23.3 255.255.255.0
WEST(config-if)# no shutdown

Verify that you have local subnet connectivity with ping.
Step 2: Setting Up NMBA OSPF

We can set up OSPF for hub-and-spoke over Frame Relay. HQ will be the hub;
East and West will be the spokes. Create OSPF process 1, and add the Frame
Relay interfaces on each router into area 0 with the network command. Also,
add the loopback interfaces on each router into area 0. Then change the
network type to allow the correct subnet mask to be advertised.

HQ(config)# router ospf 1

HQ(config-router)# network 10.1.123.0 O.
HQ(config-router)# network 10.1.1.0 0.0.
HQ(config-router)# interface loopback 1
HQ(conFfig-if)# ip ospf network point-to-point

0.255 area O
2

0.
0.255 area O

EAST(config)# router ospf 1

EAST(config-router)# network 10.1.123.0 0.0.0.255 area 0O
EAST(config-router)# network 10.1.2.0 0.0.0.255 area O
EAST(config-router)# interface loopback 2
EAST(config-if)# ip ospf network point-to-point

WEST(config)# router ospf 1

WEST(config-router)# network 10.1.123.0 0.0.0.255 area 0
WEST(config-router)# network 10.1.3.0 0.0.0.255 area O
WEST(config-router)# interface loopback 3
WEST(config-if)# ip ospf network point-to-point

No Frame Relay adjacencies will be established yet, because the default
network type is non-broadcast. We can change this by adding neighbor
statements. Before that, however, go on East and West and change their
Frame Relay interfaces to have OSPF priority 0. This ensures that HQ becomes
the DR. Next, configure neighbor statements on HQ pointing toward East and
West. Only the router starting the exchange needs neighbor statements (it is
HQ in this case). Although it may take a little while because the hello timers are
long on non-broadcast, the adjacencies will eventually come up. You can verify
adjacency states with the show ip ospf neighbor command.

HQ(config)# router ospf 1

HQ(config-router)# neighbor 10.1.123.2
HQ(config-router)# neighbor 10.1.123.3
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EAST(config)# interface serial 0/0/0
EAST(config-if)# ip ospf priority O

WEST(config)# interface serial 0/0/0
WEST(config-if)# ip ospf priority O

HQ# show ip ospf neighbor

Neighbor ID Pri State Dead Time  Address Interface
10.1.2.1 0  FULL/DROTHER 00:01:57 10.1.123.2 Serial0/0/0
10.1.3.1 0  FULL/DROTHER 00:01:57 10.1.123.3 Serial0/0/0

Non-broadcast networks are good for Frame Relay because you have the
maximum level of control over neighbor relationships. All OSPF packets are
unicast and go only to their intended destination. Non-broadcast saves
bandwidth because of the strict control you can have over which router
becomes the DR.

Step 3: Changing the Network Type to Point-to-Multipoint

Point-to-multipoint is an OSPF area type that lends itself very well to a hub-and-
spoke topology. Point-to-multipoint does not elect DRs or BDRSs, so it does not
need interface priorities Instead, it treats the network as a collection of point-to-
point networks and advertises host routes for any neighbors it has.

To configure this, first take off the configuration already there for a non-
broadcast network, meaning the neighbor statements and interface priorities.
The adjacencies time out after the dead timer expires.

HQ(config)# router ospf 1
HQ(config-router)# no neighbor 10.1.123.2
HQ(config-router)# no neighbor 10.1.123.3

EAST(config)# interface serial 0/0/0
EAST(config-if)# no ip ospf priority 0O

WEST(config)# interface serial 0/0/0
WEST(config-if)# no ip ospf priority 0O

After removing the old configuration, use the interface-level command ip ospf
network point-to-multipoint. Verify that your adjacencies are active with the
show ip ospf neighbor command.

HQ(config)# interface serial 0/0/0
HQ(config-if)# ip ospf network point-to-multipoint

EAST(config)# interface serial 0/0/0
EAST(config-if)# ip ospf network point-to-multipoint

WEST(config)# interface serial 0/0/0
WEST(config-if)# ip ospf network point-to-multipoint

HQ# show ip ospf neighbor

Neighbor ID Pri State Dead Time  Address Interface
10.1.3.1 0 FULL/ - 00:01:34 10.1.123.3 Serial0/0/0
10.1.2.1 0 FULL/ - 00:01:45 10.1.123.2 Serial0/0/0
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Look at the routing table on one of the spoke routers. Notice how the routing
table has host routes in it. This is part of point-to-multipoint behavior.

EAST# show ip route
Codes: C - connected, S - static, R - RIP, M - mobile, B - BGP

D - EIGRP, EX - EIGRP external, O - OSPF, IA - OSPF inter area

N1 - OSPF NSSA external type 1, N2 - OSPF NSSA external type 2

E1 - OSPF external type 1, E2 - OSPF external type 2
i - I1S-1S, su - IS-1S summary, L1 - 1S-1IS level-1, L2 - IS-1IS level-2
ia - IS-1IS inter area, * - candidate default, U - per-user static route
0 - ODR, P - periodic downloaded static route

Gateway of last resort is not set

10.0.0.0/8 is variably subnetted, 7 subnets, 2 masks

0 10.1.3.0/24 [110/129] via 10.1.123.1, 00:01:07, Serial0/0/0

C 10.1.2.0/24 is directly connected, Loopback2

0 10.1.1.0/24 [110/65] via 10.1.123.1, 00:01:07, Serial0/0/0

C 10.1.23.0/24 is directly connected, FastEthernet0/0

C 10.1.123.0/24 is directly connected, Serial0/0/0

0 10.1.123.1/32 [110/64] via 10.1.123.1, 00:01:07, Serial0/0/0
0 10.1.123.3/32 [110/128] via 10.1.123.1, 00:01:07, Serial0/0/0

Look at the output of the show ip ospf interface interface command on your
routers. Notice that the interface type is point-to-multipoint.

EAST# show ip ospf interface serial 0/0/0
Serial0/0/0 is up, line protocol is up
Internet Address 10.1.123.2/24, Area O
Process ID 1, Router ID 10.1.2.1, Network Type POINT_TO_MULTIPOINT, Cost: 64
Transmit Delay is 1 sec, State POINT_TO_MULTIPOINT,
Timer intervals configured, Hello 30, Dead 120, Wait 120, Retransmit 5
oob-resync timeout 120
Hello due in 00:00:16
Supports Link-local Signaling (LLS)
Index 1/1, flood queue length O
Next 0x0(0)/0x0(0)
Last flood scan length is 1, maximum is 1
Last flood scan time is O msec, maximum is O msec
Neighbor Count is 1, Adjacent neighbor count is 1
Adjacent with neighbor 10.1.1.1
Suppress hello for 0 neighbor(s)

What are some advantages to configuring an NBMA network as point-to-
multipoint instead of non-broadcast? What are some disadvantages?

Step 4: Changing OSPF Timers

Add the Ethernet link connecting East and West to the OSPF process using the
network command.

EAST(config)# router ospf 1
EAST(config-router)# network 10.1.23.0 0.0.0.255 area O
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WEST(config)# router ospf 1
WEST(config-router)# network 10.1.23.0 0.0.0.255 area 0

Look at the interface OSPF properties with the show ip ospf interface
interface command.

EAST# show ip ospf interface fastethernet 0/0
FastEthernet0/0 is up, line protocol is up
Internet Address 10.1.23.2/24, Area O
Process ID 1, Router ID 10.1.2.1, Network Type BROADCAST, Cost: 1
Transmit Delay is 1 sec, State BDR, Priority 1
Designated Router (ID) 10.1.3.1, Interface address 10.1.23.3
Backup Designated router (ID) 10.1.2.1, Interface address 10.1.23.2
Timer intervals configured, Hello 10, Dead 40, Wait 40, Retransmit 5
oob-resync timeout 40
Hello due in 00:00:00
Supports Link-local Signaling (LLS)
Index 373, flood queue length O
Next 0x0(0)/0x0(0)
Last flood scan length is 1, maximum is 1
Last flood scan time is O msec, maximum is O msec
Neighbor Count is 1, Adjacent neighbor count is 1
Adjacent with neighbor 10.1.3.1 (Designated Router)
Suppress hello for 0 neighbor(s)

Since it is an Ethernet link, it has the default network type of broadcast and the
default network timers associated with a broadcast network. Sometimes, you
may want to change the default timers to allow for better network convergence,
because lower dead timers mean that neighbors that go down are detected
more quickly. The disadvantage of this is higher router CPU utilization and more
bandwidth being consumed by hello packets.

You can change the default hello timer to any time you want with the ip ospf
hello-interval seconds command. Change the hello interval to 5 seconds on
both sides. Change the dead timer to 15 seconds with the ip ospf dead-
interval seconds command. Verify this with the show ip ospf interface
interface command.

EAST(config)# interface fastethernet 0/0
EAST(config-if)# ip ospf hello-interval 5
EAST(config-if)# ip ospf dead-interval 15

WEST(config)# interface fastethernet 0/0
WEST(config-if)# ip ospf hello-interval 5
WEST(config-if)# ip ospf dead-interval 15

EAST# show ip ospf int f0/0
FastEthernet0/0 is up, line protocol is up
Internet Address 10.1.23.2/24, Area O
Process ID 1, Router ID 10.1.2.1, Network Type BROADCAST, Cost: 1
Transmit Delay is 1 sec, State BDR, Priority 1
Designated Router (ID) 10.1.3.1, Interface address 10.1.23.3
Backup Designated router (ID) 10.1.2.1, Interface address 10.1.23.2
Timer intervals configured, Hello 5, Dead 15, Wait 15, Retransmit 5
oob-resync timeout 40
Hello due in 00:00:01
Supports Link-local Signaling (LLS)
Index 3/3, flood queue length O

CCNP: Building Scalable Internetworks v5.0 - Lab 3-4b Copyright © 2006, Cisco Systems, Inc



Next 0x0(0)/0x0(0)

Last flood scan length is 1, maximum is 1

Last flood scan time is O msec, maximum is O msec

Neighbor Count is 1, Adjacent neighbor count is 1
Adjacent with neighbor 10.1.3.1 (Designated Router)

Suppress hello for 0 neighbor(s)

What are some downsides to changing the timers if they are not tuned
correctly?

Challenge: Minimal Hello Intervals

Configure the serial link to have even lower convergence time in case of a
failure. To configure this, use the variant of the dead-interval command ip ospf
dead-interval minimal hello-multiplier multiplier. This command sets the
dead interval to one second. The hello rate is the multiplier number of hellos per
second. Configure the routers to send five hellos a second. Look at the dead
time column of the show ip ospf neighbor command. Is it a different format
than before for that connection?

Appendix A: TCL Connectivity Verification
tclsh

foreach address {

10.1.1.1
10.1.2.1
10.1.3.1
10.1.123.1
10.1.123.2
10.1.123.3
10.1.23.2
10.1.23.3
¥ {

ping $address }
HQ# tclsh
HQ(tcD#

HQ(tcl)#foreach address {
+>(tchH#10.1.1.1
+>(tch)#10.1.2.1
+>(tch)#10.1.3.1
+>(tcl)#10.1.123.1
+>(tchH#10.1.123.2
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+>(tc)#10.1.123.3
+>(tc)#10.1.23.2
+>(tc#10.1.23.3
+>(tc#} {
+>(tcl)#ping $address }

Type escape sequence to abort.

Sending 5, 100-byte ICMP Echos to 10.1.1.1, timeout is 2 seconds:
Success rate is 100 percent (5/5), round-trip min/avg/max = 1/2/4 ms
Type escape sequence to abort.

Sending 5, 100-byte ICMP Echos to 10.1.2.1, timeout is 2 seconds:
Success rate is 100 percent (5/5), round-trip min/avg/max = 1/3/4 ms
Type escape sequence to abort.

Sending 5, 100-byte ICMP Echos to 10.1.3.1, timeout is 2 seconds:
Success rate is 100 percent (5/5), round-trip min/avg/max = 1/3/4 ms
Type escape sequence to abort.

Sending 5, 100-byte ICMP Echos to 10.1.123.1, timeout is 2 seconds:
éﬂéééss rate is 0 percent (0/5)

Type escape sequence to abort.

Sending 5, 100-byte ICMP Echos to 10.1.123.2, timeout is 2 seconds:
éﬂéééss rate is 100 percent (5/5), round-trip min/avg/max = 1/2/4 ms
Type escape sequence to abort.

Sending 5, 100-byte ICMP Echos to 10.1.123.3, timeout is 2 seconds:
éﬂéééss rate is 100 percent (5/5), round-trip min/avg/max = 1/2/4 ms
Type escape sequence to abort.

Sending 5, 100-byte ICMP Echos to 10.1.23.2, timeout is 2 seconds:
é&éééss rate is 100 percent (5/5), round-trip min/avg/max = 1/3/4 ms
Type escape sequence to abort.

Sending 5, 100-byte ICMP Echos to 10.1.23.3, timeout is 2 seconds:

Success rate is 100 percent (5/5), round-trip min/avg/max = 1/3/4 ms

EAST# tclsh
EAST(tch)#
EAST(tc)#foreach address {
+>10.1.1.1
+>10.1.2.1
+>10.1.3.1
+>10.1.123.1
+>10.1.123.2
+>10.1.123.3
+>10.1.23.2
+>10.1.23.3

+>} {

+>ping $address }

Type escape sequence to abort.
Sending 5, 100-byte ICMP Echos to 10.1.1.1, timeout is 2 seconds:
é&éééss rate is 100 percent (5/5), round-trip min/avg/max = 1/3/4 ms
Type escape sequence to abort.
Sending 5, 100-byte ICMP Echos to 10.1.2.1, timeout is 2 seconds:
Success rate is 100 percent (5/5), round-trip min/avg/max = 1/1/4 ms
Type escape sequence to abort.
Sending 5, 100-byte ICMP Echos to 10.1.3.1, timeout is 2 seconds:
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Success rate is 100 percent (5/5),

Type escape sequence to abort.
Sending 5, 100-byte ICMP Echos to

Success rate is 100 percent (5/5),

Type escape sequence to abort.
Sending 5, 100-byte ICMP Echos to
éﬁéééss rate is 0 percent (0/5)
Type escape sequence to abort.
Sending 5, 100-byte ICMP Echos to

Success rate is 100 percent (5/5),

Type escape sequence to abort.
Sending 5, 100-byte ICMP Echos to

Success rate is 100 percent (5/5),

Type escape sequence to abort.
Sending 5, 100-byte ICMP Echos to

Success rate is 100 percent (5/5),

WEST# tclsh
WEST(tch)#
WEST (tcl)#foreach address {
+>10.1.1.1
+>10.1.2.1
+>10.1.3.1
+>10.1.123.1
+>10.1.123.2
+>10.1.123.3
+>10.1.23.2
+>10.1.23.3

+>} {
+>ping $address }

Type escape sequence to abort.
Sending 5, 100-byte ICMP Echos to

Success rate is 100 percent (5/5),

Type escape sequence to abort.
Sending 5, 100-byte ICMP Echos to

Success rate is 100 percent (5/5),

Type escape sequence to abort.
Sending 5, 100-byte ICMP Echos to

Success rate is 100 percent (5/5),

Type escape sequence to abort.
Sending 5, 100-byte ICMP Echos to

Success rate is 100 percent (5/5),

Type escape sequence to abort.
Sending 5, 100-byte ICMP Echos to

Success rate is 100 percent (5/5),

Type escape sequence to abort.
Sending 5, 100-byte ICMP Echos to
é&éééss rate is 0 percent (0/5)
Type escape sequence to abort.
Sending 5, 100-byte ICMP Echos to
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round-trip min/avg/max = 1/1/4 ms
10.1.123.1, timeout is 2 seconds:
round-trip min/avg/max = 1/2/4 ms
10.1.123.2, timeout is 2 seconds:
10.1.123.3, timeout is 2 seconds:
round-trip min/avg/max = 1/1/4 ms
10.1.23.2, timeout is 2 seconds:
round-trip min/avg/max = 1/1/4 ms
10.1.23.3, timeout is 2 seconds:
round-trip min/avg/max = 1/2/4 ms

10.1.1.1, timeout is 2 seconds:

round-trip min/avg/max = 4/4/4 ms

10.1.2.1, timeout iIs 2 seconds:

round-trip min/avg/max = 1/3/4 ms

10.1.3.1, timeout is 2 seconds:

1/1/4 ms

round-trip min/avg/max

10.1.123.1, timeout is 2 seconds:

round-trip min/avg/max 1/3/4 ms

10.1.123.2, timeout is 2 seconds:

round-trip min/avg/max 1/3/4 ms

10.1.123.3, timeout is 2 seconds:

10.1.23.2, timeout is 2 seconds:
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Success rate is 100 percent (5/5), round-trip min/avg/max
Type escape sequence to abort.
Sending 5, 100-byte ICMP Echos to 10.1.23.3, timeout is 2 seconds:

1/1/4 ms

Success rate is 100 percent (5/5), round-trip min/avg/max = 1/1/4 ms

HQ# show run
1

hostname HQ
1

interface Loopbackl
ip address 10.1.1.1 255.255.255.0
ip ospf network point-to-point

interface Serial0/0/0

ip address 10.1.123.1 255.255.255.0
encapsulation frame-relay ietf

ip ospf network point-to-multipoint
frame-relay map ip 10.1.123.1 102
frame-relay map ip 10.1.123.2 102 broadcast
frame-relay map ip 10.1.123.3 103 broadcast
no frame-relay inverse-arp

no shutdown
1

router ospf 1
network 10.1.
network 10.1.
1

end

55 area 0O

0 0.0.0.2
3.0 0.0.0.255 area O

1.
12

EAST# show run
1

hostname EAST
1
interface Loopback?2
ip address 10.1.2.1 255.255.255.0
ip ospf network point-to-point
1
interface FastEthernet0/0
ip address 10.1.23.2 255.255.255.0
ip ospf hello-interval 5
ip ospf dead-interval 15
no shutdown

interface Serial0/0/0

ip address 10.1.123.2 255.255.255.0
encapsulation frame-relay ietf

ip ospf network point-to-multipoint

clock rate 2000000

frame-relay map ip 10.1.123.1 201 broadcast
frame-relay map ip 10.1.123.2 201
frame-relay map ip 10.1.123.3 201 broadcast
no frame-relay inverse-arp

no shutdown
1

router ospf 1

network 10.1.2.0 0.0.0.255 area O
network 10.1.23.0 0.0.0.255 area O
network 10.1.123.0 0.0.0.255 area O
1

end
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WEST# show run
1

Hostname WEST

!

interface Loopback3
ip address 10.1.3.1 255.255.255.0
ip ospf network point-to-point

1
interface FastEthernet0/0

ip address 10.1.23.3 255.255.255.0
ip ospf hello-interval 5

ip ospf dead-interval 15

no shutdown

interface Serial0/0/0

ip address 10.1.123.3 255.255.255.0
encapsulation frame-relay ietf

ip ospf network point-to-multipoint

clock rate 2000000

frame-relay map ip 10.1.123.1 301 broadcast
frame-relay map ip 10.1.123.2 301 broadcast
frame-relay map ip 10.1.123.3 301

no frame-relay inverse-arp

no shutdown
1

router ospf 1

network 10.1.3.0 0.0.0.255 area O
network 10.1.23.0 0.0.0.255 area O
network 10.1.123.0 0.0.0.255 area 0O
1

end

11-11 CCNP: Building Scalable Internetworks v5.0 - Lab 3-4b Copyright © 2006, Cisco Systems, Inc



vl
CISCO

Lab 4-1 Configuring Basic Integrated 1S-IS

Learning Objectives

Configure and verify the operation of Integrated 1S-IS on a router
Configure a NET identifying a domain, area, and intermediate system
Configure and verify Level 1 and Level 2 IS-IS adjacencies

Verify and understand the IS-IS topology table

Manipulate 1S-1S adjacency timers

Implement IS-IS domain and link authentication

Topology Diagram

Loopback0: 192.168.20.1/24

Fa0/0|.2

VLAN1: 172.16.0.0/24

Fa0/3

| Loopback0: 192.168.10.1/24 Loopback0: 192.168.30.1/24

Scenario

The 1S-1S routing protocol has become increasingly popular with widespread
usage among service providers. The International Travel Agency (ITA) is
considering implementing IS-IS because it is a link state protocol that enables
very fast convergence with large scalability and flexibility. But before making a
final decision, management wants a non-production network set up to test the
IS-IS routing protocol.

The backbone of the production ITA WAN consists of three routers connected
by an Ethernet core. Because the routers are also connected to the Internet,
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authentication is needed to prevent unauthorized routers from participating in
the IS-IS process.

Step 1: Addressing and Basic Connectivity

Build and configure the network according to the diagram, but do not configure
IS-IS yet. Configure loopback interfaces and addresses as well.

Use ping to test connectivity between the directly connected Fast Ethernet
interfaces. You could alternatively use the following TCL script to ping across
the Fast Ethernet link:

foreach address {

172.16.0.1

172.16.0.2

172.16.0.3 } { ping $address }

Step 2: Configuring Basic I1S-IS

IS-IS (ISO/IEC 10589) is implemented with network service access point
(NSAP) addresses consisting of three fields: area address, system ID, and
NSEL (also known as N-selector, the service identifier or the process ID). The
area address field can be from one to thirteen octets, the system ID field is
usually six octets (must be six for Cisco 10S), and the NSEL identifies a
process on the device. It is a loose equivalent to a port or socket in IP. The
NSEL is not used in routing decisions.

When the NSEL is set to 00, the NSAP is referred to as the network entity title
(NET). NETs and NSAPs are represented in hexadecimal, and must start and
end on a byte boundary, such as 49.0001.1111.1111.1111.00

Level 1, or L1, IS-IS routing is based on system ID. Therefore, each router must
have a unique system ID within the area. L1 I1S-IS routing equates to intra-area
routing. It is customary to use either a MAC address from the router or, for
Integrated IS-IS, to code the IP address of a loopback address, for example,
into the system ID.

Area addresses starting with 48, 49, 50, or 51 are private addresses. This group
of addresses should not be advertised to other connectionless network service
(CLNS) networks. The area address must be the same for all routers in an area.

On a LAN, one of the routers is elected the designated intermediate system
(DIS) based on interface priority. The default is 64. If all interface priorities are
the same, the router with the highest subnetwork point of attachment (SNPA)
address is selected. The (Ethernet) MAC address serves as the SNPA address
for Ethernet LANs. The DIS serves the same purpose for IS-IS as the
designated router does for OSPF. The ITA network engineer decides that R1 is
the DIS, so its priority must be set higher than R2 and R3.
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Now, configure Integrated I1S-IS on each router and set a priority of 100 on the
FastEthernet 0/0 interface of R1 as follows:

R1(config)# router isis

Ri1(config-router)# net 49.0001.1111.1111.1111.00
R1(config-router)# interface fastethernet 0/0
Ri(config-if)# ip router isis

R1(config-if)# isis priority 100

Ri(config-if)# interface loopback 0O
Ri(config-if)# ip router isis

R2(config)# router isis

R2(config-router)# net 49.0001.2222.2222.2222.00
R2(config-router)# interface fastethernet 0/0
R2(config-if)# ip router isis

R2(config-if)# interface loopback 0O
R2(config-if)# ip router isis

R3(config)# router isis

R3(config-router)# net 49.0001.3333.3333.3333.00
R3(config-router)# interface fastethernet 0/0
R3(config-if)# ip router isis

R3(config-if)# interface loopback 0
R3(config-if)# ip router isis

1. Identify parts of the NSAP/NET addresses.

a. Area Address:

b. R1 System ID:

c. R2 System ID:

d. R3 System ID:

e. NSEL:

Step 3: Verifying 1S-IS Adjacencies and Operation

Verify 1S-1S operation using show commands on any of the three routers. The
following is output for R1:

R1# show ip protocols

Routing Protocol is "isis"
Invalid after 0 seconds, hold down O, flushed after O
Outgoing update Filter list for all interfaces is not set
Incoming update filter list for all interfaces is not set
Redistributing: isis
Address Summarization:

None

Maximum path: 4
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Routing for Networks:

FastEthernet0/0
Loopback0

Routing Information Sources:
Gateway Distance Last Update
192.168.30.1 115 00:00:36
192.168.20.1 115 00:00:36

Distance: (default is 115)

Because you are also working with the OSI connectionless protocol suite, use
the show clns protocols command to see the 1S-IS protocol output:

R1# show clns protocols

I1S-1S Router: <Null Tag>

System I1d: 1111.1111.1111.00 1IS-Type: level-1-2

Manual area address(es):
49.0001

Routing for area address(es):
49.0001

Interfaces supported by IS-1S:
FastEthernet0/0 - IP
LoopbackO - IP

Redistribute:

static (on by default)

Distance for L2 CLNS routes: 110

RRR level: none

Generate narrow metrics: level-1-2

Accept narrow metrics: level-1-2
Generate wide metrics: none
Accept wide metrics: none

R1#

Notice that the update timers are set to zero (0). Updates are not sent at regular
intervals because they are event driven. The Last Update field indicates how
long it has been since the last update in hours:minutes:seconds.

Issue the show clns neighbors command to view adjacencies:

R1# show clns neighbors

System Id Interface  SNPA State Holdtime Type Protocol
R2 Fa0/0 0004 .9ad2.d0c0 Up 9 L1L2 1S-1S
R3 Fa0/0 0002.16f4.1ba0 Up 29 L1L2 IS-IS

Neighbor ISs (Intermediate Systems) and neighbor ESs (End Systems) are
shown, if applicable. You can use the keyword detail to display comprehensive
neighbor information:

R1# show clns neighbors detail

System I1d Interface SNPA State Holdtime Type Protocol
R2 Fa0/0 0004 .9ad2.d0c0 Up 24 L1L2 IS-1S
Area Address(es): 49.0001
IP Address(es): 172.16.0.2*
Uptime: 00:07:30
NSF capable
R3 Fa0/0 0002.16f4.1ba0 Up 27 L1L2 IS-1IS
Area Address(es): 49.0001
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IP Address(es): 172.16.0.3*
Uptime: 00:07:00
NSF capable

The system IDs of the IS neighbors are the hostnames of the respective
neighbor routers. Starting with Cisco IOS Release 12.0(5), Cisco routers
support dynamic hosthame mapping. The feature is enabled by default. As
seen in the sample output, the configured system ID of 2222.2222.2222 has
been replaced by the hostname R2. Similarly, R3 replaces 3333.3333.3333.

The adjacency Type for both neighbors is L1L2. By default, Cisco 10S enables
both L1 and L2 adjacency negotiation on IS-IS routers. You can use the router
configuration mode command is-type or the interface configuration command
isis circuit-type to specify how the router operates for L1 and L2 routing.

You can use the show isis database and show clIns interface fa0/0
commands to obtain DIS and related information. First, issue the clear isis *
command on all routers to force IS-IS to refresh its link-state databases and
recalculate all routes. A minute or two may be needed for all routers to update
their respective 1S-IS databases.

All_Router# clear isis *

Issue the show isis database command to view the content of the IS-IS
database:

R1# show isis database

1S-1S Level-1 Link State Database:

LSPID LSP Seq Num LSP Checksum LSP Holdtime ATT/P/0L
R1.00-00 * 0x00000008 0x088F 1191 0/0/0
R1.01-00 * 0x00000002 0x9B60 1192 0/0/0
R2.00-00 0x00000001 0x8736 1190 0/0/0
R3.00-00 0x00000002 0x39A1 1195 0/0/0
I1S-IS Level-2 Link State Database:

LSPID LSP Seq Num LSP Checksum LSP Holdtime ATT/P/0L
R1.00-00 * 0x00000017 Ox4E1B 1195 0/0/0
R1.01-00 * 0x00000002 0x4D37 1192 0/0/0
R2.00-00 0x00000010 OxF4B9 1191 0/0/0
R3.00-00 0x00000002 0xD703 1195 0/0/0

IS-IS retains a separate database for L1 and L2 routing. Because I1S-IS is a link-
state protocol, the link-state database should be the same for the three routers.

As discussed earlier, if the priority for R1’s FastEthernet 0/0 interface had not
been increased, the DIS would have been elected on the basis of the highest
SNPA. DIS election is preemptive, unlike OSPF behavior. The isis priority 100
command ensured that R1 would be elected the DIS, regardless of router boot
order. But how can it be determined from the show isis database output that
R1 is indeed the DIS?

Look at the entries under the link-state protocol data unit ID (LSPID) column.
The first six octets form the system ID. As mentioned earlier, because of the
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dynamic host mapping feature, the respective router names are listed instead of
the numerical system ID. Following the system ID are two octets.

The first octet is the pseudonode ID, representing a LAN. The pseudonode ID is
used to distinguish LAN IDs on the same DIS. When this value is non-zero, the
associated LSP is a pseudonode LSP originating from the DIS. The DIS is the
only system that originates pseudonode LSPs. The DIS creates one
pseudonode LSP for L1 and one for L2, as shown in the previous output.

The pseudonode ID varies upon reboot of the router as a function of the
creation or deletion of virtual interfaces, such as loopback interfaces. The
system ID and pseudonode ID together are referred to as the circuit ID. An
example is R1.01.

A non-pseudonode LSP represents a router and is distinguished by the fact that
the two-byte value in the circuit ID is 00.

The second octet forms the LSP fragmentation number. The value 00 indicates
that all data fits into a single LSP. If there had been more information that did
not fit into the first LSP, IS-IS would have created additional LSPs with
increasing LSP numbers, such as 01, 02, and so on. The asterisk (*) indicates
that the LSP was originated by the local system.

Issue the show clns interface fastethernet 0/0 command:

R1# show clns interface fastethernet 0/0
FastEthernet0/0 is up, line protocol is up

Checksums enabled, MTU 1497, Encapsulation SAP

ERPDUs enabled, min. interval 10 msec.

CLNS fast switching enabled

CLNS SSE switching disabled

DEC compatibility mode OFF for this interface

Next ESH/ISH in 8 seconds

Routing Protocol: 1S-1S
Circuit Type: level-1-2
Interface number 0x0, local circuit ID Ox1
Level-1 Metric: 10, Priority: 100, Circuit ID: R1.01
DR ID: R1.01
Level-1 IPv6 Metric: 10
Number of active level-1 adjacencies: 2
Level-2 Metric: 10, Priority: 100, Circuit ID: R1.01
DR ID: R1.01
Level-2 IPv6 Metric: 10
Number of active level-2 adjacencies: 2
Next 1S-1S LAN Level-1 Hello in 803 milliseconds
Next IS-1S LAN Level-2 Hello in 2 seconds

Notice that the circuit ID, R1.01, which is made up of the system and
pseudonode IDs, identifies the DIS. Circuit Types, Levels, Metric, and Priority
information is also displayed.

You can obtain additional information about a specific LSP ID by appending the
LSP ID and detail keyword to the show isis database command, as shown in
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the output. The hostname is case sensitive. You can also use this command to
view the IS-IS database of a neighbor router by including its hostname in the

command.
R1# show isis database R1.00-00 detail

1S-1S Level-1 LSP R1.00-00

LSPID LSP Seq Num LSP Checksum LSP Holdtime
R1.00-00 * 0x0000000B 0x0292 831
Area Address: 49.0001
NLPID: 0xCC
Hostname: R1
IP Address: 192.168.10.1
Metric: 10 IP 172.16.0.0 255.255.255.0
Metric: 10 IP 192.168.10.0 255.255.255.0
Metric: 10 1S R1.02
Metric: 10 IS R1.01

1S-1S Level-2 LSP R1.00-00

LSPID LSP Seq Num LSP Checksum LSP Holdtime
R1.00-00 * 0x0000000D 0x4703 709
Area Address: 49.0001
NLPID: 0xCC
Hostname: R1
IP Address: 192.168.10.1
Metric: 10 IS R1.02
Metric: 10 IS R1.01
Metric: 20 IP 192.168.30.0 255.255.255.0
Metric: 10 IP 192.168.10.0 255.255.255.0
Metric: 10 IP 172.16.0.0 255.255.255.0
Metric: 20 IP 192.168.20.0 255.255.255.0

ATT/P/0L
0/0/0

ATT/P/0L
0/0/0

The default 1S-1S metric for every link is 10, but notice that the metrics for the
192.168.20.0 and 192.168.30.0 networks are both 20. This is because the
networks are not directly connected, but are directly connected to neighbor

routers.

Issue the show isis topology command to display the paths to the other

intermediate systems:
R1# show isis topology

I1S-1S paths to level-1 routers

System I1d Metric Next-Hop Interface SNPA
R1 --

R2 10 R2 Fa0/0

R3 10 R3 Fa0/0

1S-1S paths to level-2 routers

System I1d Metric Next-Hop Interface SNPA
R1 --

R2 10 R2 Fa0/0

R3 10 R3 Fa0/0

0004 .9ad2.d0c0
0002.16F4.1ba0

0004 .9ad2.d0c0
0002.16F4.1ba0

The highlighted entries in the SNPA column are the MAC addresses of the R2

and R3 FastEthernet 0/0 interfaces.

Issue the show isis route command to view the I1S-IS L1 routing table:
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R1# show isis route
1S-IS not running in 0SI mode (*) (only calculating IP routes)

(*) Use "show isis topology" command to display paths to all routers

This command has no useful output because it is specific to OSI routing.
Remember, IP 1S-I1S was enabled on each router. If CLNP were configured in
the network, more interesting output would appear.

Issue the show clns route command to view the 1S-IS L2 routing table:

R1# show clns route

Codes: C - connected, S - static, d - DecnetlV
| ISO-IGRP, 1 - IS-1S, e - ES-IS
B - BGP, b - eBGP-neighbor

C 49.0001.1111.22111.1121.00 [1/0], Local 1S-IS NET
C 49.0001 [2/0], Local 1S-1S Area

Again, there is no useful output because this command applies to OSI routing
and not IP routing.

Issue the show ip route command to view the IP routing table:

R1# show ip route
<output omitted>

Gateway of last resort is not set

L1 192.168.30.0/24 [115/20] via 172.16.0.3, FastEthernet0/0
C 192.168.10.0/24 is directly connected, LoopbackO
172.16.0.0/24 is subnetted, 1 subnets
172.16.0.0 is directly connected, FastEthernet0/0
L1 192.168.20.0/24 [115/20] via 172.16.0.2, FastEthernet0/0

-0

Notice how the routes to the 192.168.30.0 and 192.168.20.0 networks were
learned.

The show cIns neighbors, show isis database, show clns interface, show
isis topology, show isis route, and show cIns route commands illustrate the
somewhat confusing nature of IS-IS verification and troubleshooting. There is
no clear pattern as to whether incorporation of the keyword isis or clns in a
show command applies to IP routing or to OSI routing.

Step 4: Converting to the IS-IS Backbone

L1 routers communicate with other L1 routers in the same area, while L2
routers route between L1 areas, forming an interdomain routing backbone. This
lab scenario does not illustrate the typical multi-area composition of the set of
L2 routers in an IS-I1S domain, because the routers all reside in Area 49.0001.
Since the main function of the San Jose routers is to route between areas in the
ITA internetwork, they should be configured as L2-only routers as follows:
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R1(config)# router isi
Ri(config-router)# i

¢
=~ 0

ype level-2-only

R2(config)# router is
R2(config-router)# is-

=~ 0

ype level-2-only

R3(config)# router isi
R3(config-router)# is

=~ 0

ype level-2-only

To see the effect of the is-type command, reenter the previous commands:
show ip protocols, show clns neighbors, show isis database, show clns
interface fastethernet 0/0, show isis database R1.00-00 detail, show isis
topology, and show ip route. Here are the sample outputs:

R1# show ip protocols
Routing Protocol is "isis”
Invalid after O seconds, hold down O, flushed after O
Outgoing update filter list for all interfaces is not set
Incoming update filter list for all interfaces is not set
Redistributing: isis
Address Summarization:
None
Maximum path: 4
Routing for Networks:

Loopback0
FastEthernet0/0

Routing Information Sources:
Gateway Distance Last Update
192.168.30.1 115 00:08:48
192.168.20.1 115 00:00:09

Distance: (default is 115)

R1# show clns neighbors

System I1d Interface SNPA State Holdtime Type Protocol
R2 Fa0/0 0004 .9ad2.d0c0 Up 26 L2 IS-1IS
R3 Fa0/0 0002.16F4.1ba0 Up 22 L2 I1S-1S

R1# show isis database

1S-1S Level-2 Link State Database:

LSPID LSP Seq Num LSP Checksum LSP Holdtime ATT/P/0L
R1.00-00 * 0x00000001  0x623C 1086 0/0/0
R1.01-00 * 0xO0000000F  0x3344 1092 0/0/0
R2.00-00 0x00000001  Ox13AA 1091 0/0/0
R3.00-00 0x00000002  0xD703 1096 0/0/0

If the LSP ID is seen with an LSP Holdtime of 0 followed by a parenthetical
value, that rogue entry can be purged with the clear isis * command.

R1# show clns interface fastethernet 0/0
FastEthernet0/0 is up, line protocol is up
Checksums enabled, MTU 1497, Encapsulation SAP
ERPDUs enabled, min. interval 10 msec.
CLNS fast switching enabled
CLNS SSE switching disabled
DEC compatibility mode OFF for this interface
Next ESH/ISH in 16 seconds
Routing Protocol: 1S-1S
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Circuit Type: level-1-2

DR ID: R1.02

Level-2 IPv6 Metric: 10

Interface number 0x0, local circuit ID 0Ox1

Level-2 Metric: 10, Priority: 100, Circuit ID: R1.01
Number of active level-2 adjacencies: 2

Next I1S-1S LAN Level-2 Hello in 2 seconds

Even though the Circuit Type is level-1-2, the entries following the Circuit Type
show that only L2 operations are taking place.

R1# show isis database R1.00-00 detail

I1S-1S Level-2 LSP R1.00-00

LSPID LSP Seq Num LSP Checksum LSP Holdtime ATT/P/0L
R1.00-00 * 0x00000001  0x623C 892 0/0/0
Area Address: 49.0001
NLPID: 0OxCC

Hostname: R1
IP Address: 192.168.10.1

Metric: 10 1S R1.02

Metric: 10 IS R1.01

Metric: 10 IP 192.168.10.0 255.255.255.0
Metric: 10 IP 172.16.0.0 255.255.255.0

The output shows that the IDs, R1.02 and R.01, are used to number the router
interfaces participating in IS-IS. This is also seen in the show clIns interface
output.

R1# show isis topology

I1S-1S paths to level-2 routers

System Id Metric Next-Hop Interface SNPA

R1 -

R2 10 R2 Fa0/0 0004 .9ad2.d0c0
R3 10 R3 Fa0/0 0002.16f4_1ba0

R1# show ip route
<output omitted>

Gateway of last resort is not set

L2 192.168.30.0/24 [115/20] via 172.16.0.3, FastEthernet0/0
C 192.168.10.0/24 is directly connected, LoopbackO
172.16.0.0/24 is subnetted, 1 subnets
172.16.0.0 is directly connected, FastEthernet0/0
L2 192.168.20.0/24 [115/20] via 172.16.0.2, FastEthernet0/0

-0

What types of routes are being placed into the routing table?

Step 5: Manipulating the IS-IS Interface Timers

The default value of the hello interval is 10 seconds, and the default value of the
hello multiplier is 3. The hello multiplier specifies the number of I1S-IS hello
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PDUs a neighbor must miss before the router declares the adjacency as down.
With the default hello interval of 10 seconds, it takes 30 seconds for an
adjacency to be declared down due to missed hello PDUs. The analogous
OSPF settings are controlled by the ip ospf hello-interval and ip ospf dead-
interval interface commands.

A decision is made to adjust the IS-IS timers so that the core routers detect
network failures in less time. This will increase traffic, but this is much less of a
concern on the high-speed core Ethernet segment than on a busy WAN link. It
is determined that the need for quick convergence on the core outweighs the
negative effect of extra control traffic. Change the hello interval to 5 on all
FastEthernet 0/0 interfaces, as shown below for the R1 router:

Ri(config)# interface fastethernet 0/0
Ri(config-if)# isis hello-interval 5

3. How long will it take for an adjacency to be declared down with the new hello
interval of 5?

Step 6: Implementing IS-IS L2 Core Authentication

There should not be any unauthorized routers forming adjacencies within the
IS-IS core. Adding authentication to each IS-IS enabled interface can help to
ensure this.

Configure interface authentication on R1:

Ri(config)# interface FastEthernet 0/0
R1(config-if)# isis password cisco level-2

This command prevents unauthorized routers from forming level-2 adjacencies
with this router.

Important: Be sure to add the keyword level-2, which refers to the level-2
database, not an encryption level. If you do not specify a keyword, the default is
level-1. Keep in mind that the passwords are exchanged in clear text and
provide only limited security.

Wait 20 seconds and then issue the show clns neighbors command on R1.

4. Does R1 still show that it has IS-IS neighbors? Why or why not?
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Issue the debug isis adj-packets command to verify that R1 does not
recognize its neighbors, because it requires authentication that has not been
configured on R2 and R3 yet.

R1# debug isis adj-packets

1S-1S Adjacency related packets debugging is on

03:22:28: 1SIS-Adj: Sending L2 LAN 11IH on FastEthernet0/0, length 1497
03:22:29: 1SIS-Adj: Sending L2 LAN 1IH on LoopbackO, length 1514

03:22:30: ISIS-Adj: Sending L2 LAN 11IH on FastEthernet0/0, length 1497
03:22:31: I1SIS-Adj: Rec L2 11IH from 0004.9ad2.d0cO (FastEthernet0/0), cir type
L2, cir id 1111.1111.1111.01, length 1497

03:22:31: ISIS-Adj: Authentication failed

IS-IS routers do not communicate unless the authentication parameters match.
However, many other interface-specific 1IS-IS parameters can vary on a given
segment without disrupting communication, such as those set by the
commands isis hello-interval, isis hello-multiplier, isis retransmit-interval,
isis retransmit-throttle-interval, and isis csnp-interval. Of course, it makes
sense for these parameters to coincide on a given segment.

Correct the authentication mismatch by configuring interface authentication on
R2 and R3. After the configurations are complete, verify that the routers can
communicate by using the show cIins neighbors command on R1.

R2(config)# interface FastEthernet 0/0
R2(config-if)# isis password cisco level-2

R3(config)# interface FastEthernet 0/0
R3(config-if)# isis password cisco level-2

R1# show clns neighbors

System Id Interface SNPA State Holdtime Type Protocol
R2 Fa0/0 0004 .9ad2.d0c0 Up 23 L2 1S-1S
R3 Fa0/0 0002.16F4.1ba0 Up 26 L2 1S-1S

In time, the system IDs resolve to the router names. This is done through the
dynamic hostname mapping feature automatically enabled on Cisco routers. In
the interim, the output may appear with the actual numerical ID for that system.

Step 7: Implementing IS-IS Domain Authentication

IS-IS provides two additional layers of authentication, area passwords for L1
and domain passwords for L2, to prevent unauthorized adjacencies between
routers. The interface, area, and domain password options all use plain text
authentication and, therefore, are of limited use. However, beginning with Cisco
IOS Release 12.2(13)T, MD5 authentication is available for IS-IS.

The command for L1 password authentication is area-password password.

Using this command on all routers in an area prevents unauthorized routers
from injecting false routing information into the L1 database.
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The command for L2 password authentication is domain-password password.
Using this command on all L2 routers in a domain prevents unauthorized
routers from injecting false routing information into the L2 database. Since the
core routers are operating at L2, implement domain password authentication as
follows:

Ri(config)# router isis
R1(config-router)# domain-password cisco

The password is case-sensitive. Time permitting, intentionally configure
mismatched interface passwords. Do the same for area, and domain
passwords. By seeing the way in which the router responds, it will be easier for
you to spot this error when you unintentionally mismatch passwords in a
production network.

Refresh the 1S-IS link-state database and recalculate all routes using the clear
isis * command on all routers. It may take a minute or two for all routers to
update their databases.

All_Router# clear isis *

Use the show isis database command to view the changes to the R1 link-state
database:

R1# show isis database

1S-1S Level-2 Link State Database:

LSPID LSP Seq Num LSP Checksum LSP Holdtime ATT/P/0L
R1.00-00 * 0x00000004  OxDCB5 1155 0/0/0
R1.01-00 * 0x00000007  OxB4C1 1156 0/0/0

Change the other routers to reflect the new authentication policy:

R2(config)# router isis
R2(config-router)# domain-password cisco

R3(config)# router isis
R3(config-router)# domain-password cisco

View the R1 link-state database to verify that the LSPs were propagated:
R1# show isis database

1S-1S Level-2 Link State Database:

LSPID LSP Seq Num LSP Checksum LSP Holdtime ATT/P/0OL
R1.00-00 * 0x00000001  OxE2B2 1189 0/0/0
R1.01-00 * 0x00000002  OxBEBC 1195 0/0/0
R2.00-00 0x00000002  Ox5A59 1190 0/0/0
R3.00-00 0x00000002  OxF3DD 1185 0/0/0

The configuration of basic Integrated IS-IS routing protocol is now complete. In
addition to enabling Integrated 1S-IS, L2-specific routing was enabled, and the
hello interval was changed to enable I1S-IS to detect network failures faster. Two
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types of password authentication, interface and domain, were enabled to
prevent unauthorized routers from forming adjacencies with these core routers.

Run the TCL script to verify full connectivity after implementing L2

authentication:

foreach address {

192.168.10.1

172.16.0.1

192.168.20.1

172.16.0.2

192.168.30.1

172.16.0.3 } { ping $address }

Save the R1 and R2 configurations for use with the next lab.

Appendix A: TCL Script Output

R1# tclsh

Ri(tcl)#foreach address {
+>(tc)#192.168.10.1
+>(tchH#172.16.0.1
+>(tc)#192.168.20.1
+>(tchH#172.16.0.2
+>(tc)#192.168.30.1

+>(tc)#172.16.0.3 } { ping $address }

Type escape sequence to abort.

Sending 5, 100-byte ICMP Echos to 192.168.10.1, timeout is 2 seconds:

Success rate is 100 percent (5/5), round-trip min/avg/max = 1/1/4 ms

Type escape sequence to abort.

Sending 5, 100-byte ICMP Echos to 172.16.0.1, timeout is 2 seconds:

Success rate is 100 percent (5/5), round-trip min/avg/max = 1/1/1 ms

Type escape sequence to abort.

Sending 5, 100-byte ICMP Echos to 192.168.20.1, timeout is 2 seconds:

Success rate is 100 percent (5/5), round-trip min/avg/max = 1/1/4 ms

Type escape sequence to abort.

Sending 5, 100-byte ICMP Echos to 172.16.0.2, timeout is 2 seconds:

Success rate is 100 percent (5/5), round-trip min/avg/max = 1/1/4 ms

Type escape sequence to abort.

Sending 5, 100-byte ICMP Echos to 192.168.30.1, timeout is 2 seconds:

Success rate is 100 percent (5/5), round-trip min/avg/max = 1/1/4 ms

Type escape sequence to abort.

Sending 5, 100-byte ICMP Echos to 172.16.0.3, timeout is 2 seconds:

Success rate is 100 percent (5/5), round-trip min/avg/max = 1/1/1 ms

R1(tch# tclquit

R2# tclsh

R2(tcl)#foreach address {
+>(tcl)#192.168.10.1
+>(tcl)#172.16.0.1
+>(tcl)#192.168.20.1
+>(tcl)#172.16.0.2
+>(tcl)#192.168.30.1

+>(tcl)#172.16.0.3 } { ping $address }

14 - 17 CCNP: Building Scalable Internetworks v5.0 - Lab 4-1 Copyright © 2006, Cisco Systems, Inc



Type escape sequence to abort.

Sending 5, 100-byte ICMP Echos to 192.168.10.1, timeout is 2 seconds:
Success rate is 100 percent (5/5), round-trip min/avg/max = 1/2/4 ms
Type escape sequence to abort.

Sending 5, 100-byte ICMP Echos to 172.16.0.1, timeout is 2 seconds:
Success rate is 100 percent (5/5), round-trip min/avg/max = 1/2/4 ms
Type escape sequence to abort.

Sending 5, 100-byte ICMP Echos to 192.168.20.1, timeout is 2 seconds:
Success rate is 100 percent (5/5), round-trip min/avg/max = 1/1/1 ms
Type escape sequence to abort.

Sending 5, 100-byte ICMP Echos to 172.16.0.2, timeout is 2 seconds:
Success rate is 100 percent (5/5), round-trip min/avg/max = 1/1/4 ms
Type escape sequence to abort.

Sending 5, 100-byte ICMP Echos to 192.168.30.1, timeout is 2 seconds:
Success rate is 100 percent (5/5), round-trip min/avg/max = 1/1/4 ms
Type escape sequence to abort.

Sending 5, 100-byte ICMP Echos to 172.16.0.3, timeout is 2 seconds:
éﬂéééss rate is 100 percent (5/5), round-trip min/avg/max = 1/1/4 ms
R2(tch# tclquit

Type escape sequence to abort.

Sending 5, 100-byte ICMP Echos to 192.168.10.1, timeout is 2 seconds:
éﬂéééss rate is 100 percent (5/5), round-trip min/avg/max = 1/2/4 ms
Type escape sequence to abort.

Sending 5, 100-byte ICMP Echos to 172.16.0.1, timeout is 2 seconds:
é&éééss rate is 100 percent (5/5), round-trip min/avg/max = 1/2/4 ms
Type escape sequence to abort.

Sending 5, 100-byte ICMP Echos to 192.168.20.1, timeout is 2 seconds:
Success rate is 100 percent (5/5), round-trip min/avg/max = 1/2/4 ms
Type escape sequence to abort.

Sending 5, 100-byte ICMP Echos to 172.16.0.2, timeout is 2 seconds:
Success rate is 100 percent (5/5), round-trip min/avg/max = 1/1/4 ms
Type escape sequence to abort.

Sending 5, 100-byte ICMP Echos to 192.168.30.1, timeout is 2 seconds:
Success rate is 100 percent (5/5), round-trip min/avg/max = 1/1/1 ms
Type escape sequence to abort.

Sending 5, 100-byte ICMP Echos to 172.16.0.3, timeout is 2 seconds:
Success rate is 100 percent (5/5), round-trip min/avg/max = 1/1/4 ms
R3(tch)# tclquit

Final Configurations

R1# show run
Building configuration...

Current configuration : 1290 bytes
1

version 12.4
1

hostname R1
1
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interface LoopbackO
ip address 192.168.10.1 255.255.255.0
ip router isis

interface FastEthernet0/0

ip address 172.16.0.1 255.255.255.0
ip router isis

duplex auto

speed auto

isis password cisco level-2

isis priority 100

isis hello-interval 5

1

router isis

net 49.0001.1111.1111.1111.00
is-type level-2-only
domain-password cisco

1
end

R2# show run
Building configuration...

Current configuration : 1044 bytes
1

version 12.4
1

hostname R2
1

interface LoopbackO
ip address 192.168.20.1 255.255.255.0
ip router isis

interface FastEthernet0/0

ip address 172.16.0.2 255.255.255.0
ip router isis

duplex auto

speed auto

isis password cisco level-2
isis priority 100

isis hello-interval 5

1
router isis

net 49.0001.2222.2222.2222.00
is-type level-2-only
domain-password cisco

1
end

R3# show run
Building configuration...

Current configuration : 1182 bytes
1

version 12.4
1

hostname R3
1

interface LoopbackO

ip address 192.168.30.1 255.255.255.0
ip router isis

!
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interface FastEthernet0/0

ip address 172.16.0.3 255.255.255.0
ip router isis

duplex auto

speed auto

isis password cisco level-2

isis priority 100

isis hello-interval 5

1

router isis

net 49.0001.3333.3333.3333.00
is-type level-2-only
domain-password cisco

!
end
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Lab 4-2 Multi-Area Integrated I1S-IS

Learning Objectives

Configure multi-area integrated IS-IS

Review configuration of IS-IS Level 1 and Level 2 intermediate systems
Verify IS-IS adjacencies and view the IS-IS database

Review IS-IS domain authentication

Verify intra-area 1S-1S operation

Topology Diagram

VLAN1: 172.16.0.0/24

Fa0/3 Fa0/0
2
Fa0/1 Loopback: 192.168.20.1/24
IS-IS
Area 49.0001
IS-IS
eaoiol 4 Area 49.0002
2 10.0.0.0/30
S0/0/ —— A
S0/0/0
DCE
LoopbackO: 192.168.10.1/24 | | Loopbacko: 192.168.30.1/24

Scenario

Previous tests demonstrated that Integrated IS-IS works well with Level 2
routers in the International Travel Agency (ITA) Ethernet core. Management
now wants to establish a point-to-point connection between a new R3 office and
R1. R3is in a different area from the core, so R2 will now be configured as an
L1 router, R1 as an L1-L2 router, and R3 as an L2 router.

Start with the final configurations for R1 and R2 from the first IS-IS lab.
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Step 1: Addressing and Initial Configuration

Load the R1 and R2 configurations from the previous lab. Add to the
configuration of R1, the IP address for interface serial 0/0/1.

R1:

R1(config)# interface serial 0/0/1

R1(config-if)# ip address 10.0.0.2 255.255.255.252
R1i(config-if)# no shutdown

Ri(config-if)# exit

Do not load the R3 configurations from the previous lab. You should start with
a fresh configuration on R3, so clear and reload the router that is to be used as
R3. Configure the IP address and clock rate on R3'’s serial interface. Configure
the hostname, turn off DNS lookup, configure the IP address on the serial
interface, and configure the loopback IP address on R3.

R3:

Router(config)# hosthame R3

R3(config)# no ip domain-lookup

R3(config)# interface serial 0/0/0

R3(config-if)# ip address 10.0.0.1 255.255.255.252
R3(config-if)# clockrate 128000

R3(config-if)# no shutdown

R3(config-if)# interface loopback 0O

R3(config-if)# ip address 192.168.30.1 255.255.255.0

Use ping to verify connectivity between the directly connected interfaces. R1
should also be able to reach the loopback address of R2 and vice versa.

Step 2: Verify IS-IS Initial Operation

Recall from Lab 4.1 that R1 was configured to be the DIS by setting the isis
priority to 100 on the FastEthernet 0/0 interface. R1 and R2 were also

configured to be Level 2-only routers. Verify the configuration by issuing the
show clns neighbors and show isis database commands on either router.

Note: It is recommended to issue a clear isis * command to force IS-IS to
update its database. An alternative way to force 1S-IS to update its database, is
to save your configurations and reload the routers.

R1# show clns neighbors

System Id Interface SNPA State Holdtime Type Protocol
R2 Fa0/0 0004 .9ad2.d0c0 Up 12 L2 1S-1S

R1# show isis database

I1S-1S Level-2 Link State Database:
LSPID LSP Seq Num LSP Checksum LSP Holdtime ATT/P/0L
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R1.00-00 * 0x00000014  OxBCC5 409 0/0/0
R1.01-00 * 0x00000015 0x1BOD 819 0/0/0
R2.00-00 0x00000016 0x326D 698 0/0/0

Notice that the neighbor Type is still L2. There is only one L2 link-state
database, and R1 is still the DIS. LSPID R1.01-00 has a non-zero pseudonode
ID. The LSPID may appear as R1.02-00, depending on the timing of the
configuration of the loopback interface.

Step 3: Configure IS-IS Area 2

Configure 1S-1S on R3, area 2, and on the Serial 0/0/1 interface of R1.:
R3:

R3(config)# router isis

R3(config-router)# net 49.0002.3333.3333.3333.00

R3(config-router)# interface serial 0/0/0

R3(config-if)# ip router isis

R3(config-if)# interface loopback 0O

R3(config-if)# ip router isis

R1:

R1(config)# interface serial 0/0/1
Ri(config-if)# ip router isis

Which IS-IS level is the link between R1 and R37?

Step 4: Verify 1S-IS Multi-Area Operation

Verify IS-IS operation between R1 and R3 by pinging the loopback addresses
on R1 and R2 from R3. The ping should be successful. Issue show commands
on R3 as shown in the following examples.

R3# show clns neighbor

System I1d Interface SNPA State Holdtime Type Protocol
R1 Se0/0/0 *HDLC* Up 28 L2 I1S-1IS

Because serial interfaces do not have a MAC address, the encapsulation type
for the serial link is listed in the SNPA column.

R3# show isis database

1S-1S Level-1 Link State Database:

LSPID LSP Seq Num LSP Checksum LSP Holdtime ATT/P/0OL
R3.00-00 * 0x00000009  Ox8FFA 1180 1/0/0
I1S-IS Level-2 Link State Database:

LSPID LSP Seq Num LSP Checksum LSP Holdtime ATT/P/0L
R1.00-00 0x0000001C  Ox25EC 1174 0/0/0
R1.01-00 0x00000017  0x170F 965 0/0/0
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R2.00-00 0x00000018  Ox2E6F 794 0/0/0
R3.00-00 * 0x00000008  0x4551 1176 0/0/0

By default, R3 is an L1-L2 router, so it retains a separate link-state database for
each level. R1 is also identified as the DIS. R1 and R2 are not listed in the IS-IS
Level 1 link-state database, because both were previously configured as L2-
only routers.

R3# show clns interface serial 0/0/0
Serial0/0/0 is up, line protocol is up

Checksums enabled, MTU 1500, Encapsulation HDLC

ERPDUs enabled, min. interval 10 msec.

CLNS fast switching enabled

CLNS SSE switching disabled

DEC compatibility mode OFF for this interface

Next ESH/ISH iIn 26 seconds

Routing Protocol: 1S-IS
Circuit Type: level-1-2
Interface number 0x0, local circuit ID 0x100
Neighbor System-ID: R1
Level-1 Metric: 10, Priority: 64, Circuit ID: R3.00
Level-1 IPv6 Metric: 10
Number of active level-1 adjacencies: 0
Level-2 Metric: 10, Priority: 64, Circuit ID: R3.00
Level-2 IPv6 Metric: 10
Number of active level-2 adjacencies: 1
Next I1S-IS Hello in 5 seconds
if state UP

Note that the circuit ID is R3.00.

From R1, ping 192.168.30.1 on R3. The ping should not be successful.
R1# ping 192.168.30.1

Type escape sequence to abort.
Sending 5, 100-byte ICMP Echos to 192.168.30.1, timeout is 2 seconds:

Success rate is 100 percent (5/5), round-trip min/avg/max = 1/2/4 ms

Why do you think the ping was unsuccessful?

Check the IP routing table of R1 and R3:

R1# show ip route
<output omitted>

Gateway of last resort is not set

C 192.168.10.0/24 is directly connected, FastEthernet0/1
172.16.0.0/24 is subnetted, 1 subnets

C 172.16.0.0 is directly connected, FastEthernet0/0

i L2 192.168.20.0/24 [115/20] via 172.16.0.2, FastEthernet0/0
10.0.0.0/30 is subnetted, 1 subnets
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C 10.0.0.0 is directly connected, Serial0/0/1

R3# show ip route
<output omitted>

Gateway of last resort is not set

192.168.30.0/24 is directly connected, LoopbackO
L2 192.168.10.0/24 [115/20] via 10.0.0.2, Serial0/0/0
172.16.0.0/24 is subnetted, 1 subnets
L2 172.16.0.0 [115/20] via 10.0.0.2, Serial0/0/0
L2 192.168.20.0/24 [115/30] via 10.0.0.2, Serial0/0/0
10.0.0.0/30 is subnetted, 1 subnets
C 10.0.0.0 is directly connected, Serial0/0/0

-0

Which IS-IS routes are missing on R1?

All prior checks indicated that IS-IS was working properly between R1 and R3.
However, there is no entry in the routing table for the 192.168.30.0 network.
The next step will demonstrate why this is the case.

Step 5: Configure IS-IS Domain Authentication

During Step 3, you may have seen the following output message:

R1#
*0ct 9 23:56:53.275: %CLNS-4-AUTH_FAIL: 1SI1S: LSP authentication failed

Recall that domain password authentication was configured on both R1 and R2.
If domain authentication is to be retained, R3 also needs to be configured
appropriately, as follows:

R3(config)# router isis
R3(config-router)# domain-password cisco

What is this password used to authenticate?

Now examine the routing table of either R1 or R2. A sample for R1 is shown:

R1# show ip route
<output omitted>

Gateway of last resort is not set

L2 192.168.30.0/24 [115/20] via 10.0.0.1, Serial0/0/1

C 192.168.10.0/24 is directly connected, FastEthernet0/1
172.16.0.0/24 is subnetted, 1 subnets

C 172.16.0.0 is directly connected, FastEthernet0/0
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i L2 192.168.20.0/24 [115/20] via 172.16.0.2, FastEthernet0/0
10.0.0.0/30 is subnetted, 1 subnets
C 10.0.0.0 is directly connected, Serial0/0/1

The route to 192.168.30.0 now appears and a ping from R1 or R2 to
192.168.30.1 should be successful.
R1# ping 192.168.30.1

Type escape sequence to abort.
Sending 5, 100-byte ICMP Echos to 192.168.30.1, timeout is 2 seconds:

Success rate is 100 percent (5/5), round-trip min/avg/max = 1/2/4 ms
Step 6: Reconfigure I1S-IS Area 1

In the current state of configuration, which 1S-1S levels are each of the routers
speaking?

R1:
R2:
R3:
In this topology, R1 is an L1-L2 router. However, R1 was previously configured
as an L2-only router. Reconfigure R1 to be an L1-L2 router.
R1(config)# router isis
Ri(config-router)# no is-type
Ri(config-router)# ! this will set the router to its default level (L1L2)

or
Ri(config-router)# is-type level-1-2

In this topology, R2 is a Level 1-only router. However, R2 was also configured
as a Level 2-only router. Reconfigure R2 to be a Level 1-only router.

R2(config)# router isis
R2(config-router)# is-type level-1

Note that the level-1 command does not use —only, which is required for the is-
type level-2-only command

An interface password authentication for L2 was also configured on R1 and R2.
Since R2 is now an L1-only router, making the link with R1 an L1 connection,
the interface password authentication must be changed to L1.

Ri(config)# interface fastethernet0/0
R1(config-if)# isis password cisco level-1

R2(config)# interface fastethernet0/0
R2(config-if)# isis password cisco level-1
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Verify authentication from R1 with ping 192.168.20.1. The ping should be
successful.

R1# ping 192.168.20.1

Type escape sequence to abort.
Sending 5, 100-byte ICMP Echos to 192.168.20.1, timeout is 2 seconds:

Success rate is 100 percent (5/5), round-trip min/avg/max = 1/2/4 ms

Issue the clear isis * command on all routers to force 1S-IS to recalculate
routers and to refresh its link-state databases. Wait a minute or two before
issuing the show commands on R1 to verify that the changes were made.

Router# clear isis *

R1# show clns neighbors

System Id Interface  SNPA State Holdtime Type Protocol
R2 Fa0/0 0004 .9ad2.d0c0 Up 14 L1 1S-1S
R3 Se0/0/1 *HDLC* Up 23 L2 1S-1S

R2 is shown as an L1 router. Although R3 is an L1-L2 router, it shows up as
type L2 because of the inter-area connection between R3 and R1.

R1# show isis database

1S-1IS Level-1 Link State Database:

LSPID LSP Seq Num LSP Checksum LSP Holdtime ATT/P/0L
R1.00-00 * 0x00000002  0OxDC22 1187 0/0/0
R1.01-00 * 0x00000002  OxBDFD 1188 0/0/0
R2.00-00 0x00000002  0x833B 1187 0/0/0
I1S-1S Level-2 Link State Database:

LSPID LSP Seq Num LSP Checksum LSP Holdtime ATT/P/0OL
R1.00-00 * 0x00000005 0xD732 1198 0/0/0
R3.00-00 0x00000004  0xD7B9 1193 0/0/0

The presence of L1 and L2 link-state databases confirm that R1 is now an L1-
L2 router.

R1# show clns interface fastethernet 0/0
FastEthernet0/0 is up, line protocol is up
Checksums enabled, MTU 1497, Encapsulation SAP
ERPDUs enabled, min. interval 10 msec.
CLNS fast switching enabled
CLNS SSE switching disabled
DEC compatibility mode OFF for this interface
Next ESH/ISH in 36 seconds
Routing Protocol: 1S-1S
Circuit Type: level-1-2
Interface number 0x0, local circuit ID 0Ox1
Level-1 Metric: 10, Priority: 100, Circuit ID: R1.01
DR ID: R1.02
Level-1 IPv6 Metric: 10
Number of active level-1 adjacencies: 1
Level-2 Metric: 10, Priority: 100, Circuit ID: R1.01
DR ID: 0000.0000.0000.00
Level-2 IPv6 Metric: 10
Number of active level-2 adjacencies: 0
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Next I1S-1S LAN Level-1 Hello in 938 milliseconds
Next IS-1S LAN Level-2 Hello in 74 milliseconds

In addition to confirming that R1 is an L1-L2 router, the priority of 100 and the
R1.01 circuit ID indicate that R1 is the DIS. This would be the same for R1.02,
as noted in Step 2.

Issue the show clns neighbors command to obtain neighbor adjacency
information for R2:

R2# show clns neighbors

System Id Interface SNPA State Holdtime Type Protocol
R1 Fa0/0 0002.16de.3440 Up 4 L1 1S-1S

Although R1 is an L1-L2 router, the adjacency is an L1 connection.
R2# show isis database

1S-1S Level-1 Link State Database:

LSPID LSP Seq Num LSP Checksum LSP Holdtime ATT/P/0L
R1.00-00 0x0000001C  0xB02C 1024 1/0/0
R1.01-00 0x0000001C  0x8918 1112 0/0/0
R2.00-00 * 0x0000001B  0x5154 554 0/0/0

Only an L1 link-state database is maintained, confirming that R2 is now an L1-
only router.

R2# show clns interface fastethernet 0/0
FastEthernet0/0 is up, line protocol is up
Checksums enabled, MTU 1497, Encapsulation SAP
ERPDUs enabled, min. interval 10 msec.
CLNS fast switching enabled
CLNS SSE switching disabled
DEC compatibility mode OFF for this interface
Next ESH/ISH iIn 41 seconds
Routing Protocol: 1S-1S
Circuit Type: level-1-2
Interface number Ox1, local circuit ID Ox2
Level-1 Metric: 10, Priority: 64, Circuit ID: R1.01
Number of active level-1 adjacencies: 1
Next IS-1S LAN Level-1 Hello in 2 seconds

In addition to confirming R2 is an L1-only router, the circuit ID shows that R1 is
the DIS.

Step 7: Reconfigure R3 IS-IS Operation

Issue the show clns interface serial0/0/0 command on the R3 router:

R3# show clns interface serial 0/0/0

Serial0/0/0 is up, line protocol is up
Checksums enabled, MTU 1500, Encapsulation HDLC
ERPDUs enabled, min. interval 10 msec.
CLNS fast switching enabled
CLNS SSE switching disabled
DEC compatibility mode OFF for this interface
Next ESH/ISH in 22 seconds
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Routing Protocol: 1S-1S
Circuit Type: level-1-2
Interface number 0xO, local circuit 1D 0x100
Neighbor System-ID: 1111.1111.1111
Level-1 Metric: 10, Priority: 64, Circuit ID: R3.00
Level-1 IPv6 Metric: 10
Number of active level-1 adjacencies: 0
Level-2 Metric: 10, Priority: 64, Circuit ID: R3.00
Level-2 1Pv6 Metric: 10
Number of active level-2 adjacencies: 1
Next IS-1S Hello in 6 seconds
if state UP

Since R3 is presently an L1-L2 router, it maintains information for both levels.
This is unnecessary, since R3 should be an L2-only router. Configure R3 for L2-
only routing:

R3(config)# router isis
R3(config-router)# is-type level-2-only

Verify the configuration with the show clns interface serial0/0/0 or show isis
database command:

R3# show clns interface serial0/0/0
Serial0/0/0 is up, line protocol is up
Checksums enabled, MTU 1500, Encapsulation HDLC
ERPDUs enabled, min. interval 10 msec.
CLNS fast switching enabled
CLNS SSE switching disabled
DEC compatibility mode OFF for this interface
Next ESH/ISH in 24 seconds
Routing Protocol: 1S-1S
Circuit Type: level-1-2
Interface number 0xO, local circuit 1D 0x100
Neighbor System-ID: R1
Level-2 Metric: 10, Priority: 64, Circuit ID: R3.00
Level-2 IPv6 Metric: 10
Number of active level-2 adjacencies: 1
Next IS-IS Hello in 6 seconds
if state UP

R3# show isis database

1S-1S Level-2 Link State Database:

LSPID LSP Seq Num LSP Checksum LSP Holdtime ATT/P/0L
R1.00-00 0x00000021  Ox9F4E 1117 0/0/0
R3.00-00 * 0x00000021  0x9DD6 1119 0/0/0

Both outputs show only L2 information, confirming R3 is now an L2-only router.

A successful ping from R3 to 192.168.20.1 indicates that multi-area Integrated
IS-IS with authentication has been properly configured:

R3# ping 192.168.20.1

Type escape sequence to abort.
Sending 5, 100-byte ICMP Echos to 192.168.20.1, timeout is 2 seconds:

Success rate is 100 percent (5/5), round-trip min/avg/max = 12/15/16 ms

CCNP: Building Scalable Internetworks v5.0 - Lab 4-2 Copyright © 2006, Cisco Systems, Inc



Step 8: Verify IS-IS Intra-Area Operation

Issue the show ip route command on R2:

R2# show ip route
<output omitted>

Gateway of last resort is 172.16.0.1 to network 0.0.0.0

i L1 192.168.10.0/24 [115/20] via 172.16.0.1, FastEthernet0/0
172.16.0.0/24 is subnetted, 1 subnets

C 172.16.0.0 is directly connected, FastEthernet0/0

C 192.168.20.0/24 is directly connected, LoopbackO
10.0.0.0/30 is subnetted, 1 subnets

i L1 10.0.0.0 [115/20] via 172.16.0.1, FastEthernet0/0

i*L1 0.0.0.0/0 [115/10] via 172.16.0.1, FastEthernet0/0

The R2 routing table shown would have included an entry for 192.168.30.0 as
an L2 route if R2 had been left as an L2-only router. However, since it was
changed to an L1-only router, it no longer has any L2 routes.

Note that the gateway of last resort has been set in the R2 routing table. L1-
only routers, such as R2, always learn a default route from a neighboring L1-L2
router. In this case it was R1. This is a standard operating procedure for
Integrated IS-IS. R2 learns to exit area 49.0001 via R1 because the attached bit
(ATT) is set in the L1 non-pseudonode LSP sent by R1.

Issue the show isis database command on R2:
R2# show isis database

1S-1S Level-1 Link State Database:

LSPID LSP Seq Num LSP Checksum LSP Holdtime ATT/P/0L
R1.00-00 0x0000001F OxXAA2F 690 1/0/0
R1.01-00 Ox0000001E  0Ox851A 900 0/0/0
R2.00-00 * 0x0000001E 0x4B57 934 0/0/0

The attached bit indicates that R1 is also an L2 router and can reach other
areas.

The attached bit can also be seen in the R1 L1 link-state database:
Ri#show isis database

1S-1S Level-1 Link State Database:

LSPID LSP Seq Num LSP Checksum LSP Holdtime ATT/P/0OL
R1.00-00 * OxX0000001F  OxAA2F 640 1/0/0
R1.01-00 * OxO0000001E  0Ox851A 849 0/0/0
R2.00-00 Ox0000001E  0x4B57 879 0/0/0
I1S-IS Level-2 Link State Database:

LSPID LSP Seq Num LSP Checksum LSP Holdtime ATT/P/0L
R1.00-00 * 0x00000022  Ox9D4F 583 0/0/0
R1.01-00 * 0x0000001D  0x5128 890 0/0/0
R3.00-00 0x00000022  0x9BD7 584 0/0/0

Verify that your configurations work completely with the following TCL script:
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foreach address {
192.168.10.1

172.16.0.1

10.0.0.1

192.168.20.1

172.16.0.2

192.168.30.1

10.0.0.2 } { ping $address }

Save all configurations for future reference.

Reflection

Even though R2 and R3 were configured as L1-only and L2-only routers,
respectively, they could have been left with the default setting of L1-L2. The
result would have been each forming adjacencies for both levels, but
unnecessarily. Why should unnecessary IS-IS adjacencies be eliminated?

Appendix A: TCL Script Output

R1# tclsh

R1(tch#

Ri(tcl)#foreach address {
+>(tc)#192.168.10.1
+>(tchH#172.16.0.1

+>(tcl)#10.0.0.1
+>(tcl)#192.168.20.1
+>(tc)#172.16.0.2
+>(tcl)#192.168.30.1
+>(tc)#10.0.0.2 } { ping $address }

Type escape sequence to abort.

Sending 5, 100-byte ICMP Echos to 192.168.10.1, timeout is 2 seconds:

Success rate is 100 percent (5/5), round-trip min/avg/max = 1/1/4 ms
Type escape sequence to abort.

Sending 5, 100-byte ICMP Echos to 172.16.0.1, timeout is 2 seconds:
Success rate is 100 percent (5/5), round-trip min/avg/max = 1/1/4 ms
Type escape sequence to abort.

Sending 5, 100-byte ICMP Echos to 10.0.0.1, timeout is 2 seconds:
Success rate is 100 percent (5/5), round-trip min/avg/max = 12/14/16
Type escape sequence to abort.

Sending 5, 100-byte ICMP Echos to 192.168.20.1, timeout is 2 seconds:

Success rate is 100 percent (5/5), round-trip min/avg/max = 1/2/4 ms
Type escape sequence to abort.

Sending 5, 100-byte ICMP Echos to 172.16.0.2, timeout is 2 seconds:
Success rate is 100 percent (5/5), round-trip min/avg/max = 1/2/4 ms
Type escape sequence to abort.

Sending 5, 100-byte ICMP Echos to 192.168.30.1, timeout is 2 seconds:

Success rate is 100 percent (5/5), round-trip min/avg/max = 12/15/16

ms

ms
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Type escape sequence to abort.

Sending 5, 100-byte ICMP Echos to 10.0.0.2, timeout is 2 seconds:
é&éééss rate is 100 percent (56/5), round-trip min/avg/max = 28/29/32 ms
Ri(tch)# tclquit

R1#

R2# tclsh

R2(tch#

R2(tcl)#foreach address {
+>(tcl)#192.168.10.1
+>(tchH#172.16.0.1

+>(tcl)#10.0.0.1
+>(tcl)#192.168.20.1
+>(tcl)#172.16.0.2
+>(tcl)#192.168.30.1
+>(tcl)#10.0.0.2 } { ping $address }

Type escape sequence to abort.

Sending 5, 100-byte ICMP Echos to 192.168.10.1, timeout is 2 seconds:
éﬂéééss rate is 100 percent (5/5), round-trip min/avg/max = 1/1/4 ms
Type escape sequence to abort.

Sending 5, 100-byte ICMP Echos to 172.16.0.1, timeout is 2 seconds:
éﬂéééss rate is 100 percent (5/5), round-trip min/avg/max = 1/1/4 ms
Type escape sequence to abort.

Sending 5, 100-byte ICMP Echos to 10.0.0.1, timeout is 2 seconds:
éﬂéééss rate is 100 percent (5/5), round-trip min/avg/max = 12/13/16 ms
Type escape sequence to abort.

Sending 5, 100-byte ICMP Echos to 192.168.20.1, timeout is 2 seconds:
é&éééss rate is 100 percent (5/5), round-trip min/avg/max = 1/1/4 ms
Type escape sequence to abort.

Sending 5, 100-byte ICMP Echos to 172.16.0.2, timeout is 2 seconds:
Success rate is 100 percent (5/5), round-trip min/avg/max = 1/1/1 ms
Type escape sequence to abort.

Sending 5, 100-byte ICMP Echos to 192.168.30.1, timeout is 2 seconds:
Success rate is 100 percent (5/5), round-trip min/avg/max = 12/14/16 ms
Type escape sequence to abort.

Sending 5, 100-byte ICMP Echos to 10.0.0.2, timeout is 2 seconds:
Success rate is 100 percent (5/5), round-trip min/avg/max = 1/2/4 ms
R2(tch)# tclquit

R2#

R3# tclsh

R3(tcl)#foreach address {
+>(tcl)#192.168.10.1
+>(tcD#172.16.0.1

+>(tc)#10.0.0.1
+>(tc)#192.168.20.1
+>(tchH#172.16.0.2
+>(tc)#192.168.30.1
+>(tc)#10.0.0.2 } { ping $address }

Type escape sequence to abort.
Sending 5, 100-byte ICMP Echos to 192.168.10.1, timeout is 2 seconds:

Success rate is 100 percent (5/5), round-trip min/avg/max = 12/15/16 ms
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Type escape sequence to abort.
Sending 5, 100-byte ICMP Echos to 172.16.0.1, timeout is 2 seconds:

Success rate is 100 percent (5/5), round-trip min/avg/max = 12/14/16 ms

Type escape sequence to abort.
Sending 5, 100-byte ICMP Echos to 10.0.0.1, timeout is 2 seconds:

Success rate is 100 percent (5/5), round-trip min/avg/max = 28/28/28 ms

Type escape sequence to abort.
Sending 5, 100-byte ICMP Echos to 192.168.20.1, timeout is 2 seconds:

Success rate is 100 percent (5/5), round-trip min/avg/max = 12/15/16 ms

Type escape sequence to abort.
Sending 5, 100-byte ICMP Echos to 172.16.0.2, timeout is 2 seconds:

Success rate is 100 percent (5/5), round-trip min/avg/max = 12/15/16 ms

Type escape sequence to abort.

Sending 5, 100-byte ICMP Echos to 192.168.30.1, timeout is 2 seconds:
Success rate is 100 percent (5/5), round-trip min/avg/max = 1/1/1 ms
Type escape sequence to abort.

Sending 5, 100-byte ICMP Echos to 10.0.0.2, timeout is 2 seconds:

Success rate is 100 percent (5/5), round-trip min/avg/max = 12/15/16 ms

R3(tchH# tclquit

Final Configurations

R1# show run
Building configuration...
1

version 12.4
1

hostname R1

1

interface LoopbackO
ip address 192.168.10.1 255.255.255.0
ip router isis

1
interface FastEthernet0/0

ip address 172.16.0.1 255.255.255.0
ip router isis

isis password cisco

isis priority 100

isis hello-interval 5

no shutdown

interface Serial0/0/1

ip address 10.0.0.2 255.255.255.252
ip router isis

no shutdown

1
router isis

net 49.0001.1111.2111.1111.00
domain-password cisco

1
end

R2# show run
Building configuration. ..
1

version 12.4
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hostname R2
1
interface LoopbackO
ip address 192.168.20.1 255.255.255.0
ip router isis
1
interface FastEthernet0/0
p address 172.16.0.2 255.255.255.0
p router isis
sis password cisco
isis priority 100
isis hello-interval 5

no shutdown
1

router isis
net 49.0001.2222.2222.2222.00
is-type level-1
domain-password cisco
!
end

- -

R3# show run

Building configuration. ..
1

version 12.4
1

Hostname R3

!

interface LoopbackO
ip address 192.168.30.1 255.255.255.0
ip router isis

interface Serial0/0/0
ip address 10.0.0.1 255.255.255.252
ip router isis
clock rate 128000
no shutdown
1
router isis
net 49.0002.3333.3333.3333.00
is-type level-2-only
domain-password cisco
1
end
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Lab 4-3a Configuring IS-1S over Frame Relay: Router Used As Frame
Switch

Learning Objectives

e Configure and verify Frame Relay point-to-point subinterfaces
Configure and verify the operation of Integrated IS-IS over Frame Relay
point-to-point subinterfaces

e Demonstrate mismatched Frame Relay interface types in IS-1S
adjacencies

Topology Diagram

Topology with a Cisco router acting as a Frame Relay switch (FRS)

| Loopbacko: 192.168.20.1/24 |

$0/0/1.201
192.168.128.2/24

S0/

S0/0/1.102 /

192.168.128.1!24( <201 bee

S0/0M1

DCE
| Loopback0: 192.168.10.1/24 |

S0/0/1.103
192.168.192.1/24

S0/0/0.301
192.168.192.2/24

| Loopback0: 192.168.30.1/24 |

Scenario

International Travel Agency has just connected two regional offices to the
headquarters using Frame Relay in a hub-and-spoke topology. You are asked
to configure 1S-1S routing over this network.
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Step 1: Addressing and Basic Configuration

Cable the network and configure the hosthames according to the diagram. Turn
off DNS lookup, and configure the IP address on the Fast Ethernet or loopback

interfaces, whichever option was selected. Do not configure the serial interfaces
and IS-1S routing for now. Until you configure Frame Relay, you will not be able

to use ping to test connectivity.

Step 2: Frame Relay Configuration

HQ acts as the hub in this hub-and-spoke network. It reaches EAST and WEST
via two separate PVCs.

IS-IS can work only over NBMA clouds (such as Frame Relay) configured with
a full mesh. Anything less than a full mesh can cause serious connectivity and
routing issues. Even if a full mesh is configured, there is no guarantee that a full
mesh will exist at all times. A failure in the underlying switched WAN network, or
a misconfiguration on one or more routers, could break the full mesh either
temporarily or permanently. Avoid NBMA multipoint configurations for IS-IS
networks; use point-to-point subinterfaces instead.

Configure Frame Relay on HQ’s serial interface as shown here:

HQ(config)# interface serial 0/0/1

HQ(config-if)# encapsulation frame-relay

HQ(config-if)# no shutdown

HQ(config-if)# interface s0/0/1.102 point-to-point
HQ(config-subif)# ip address 192.168.128.1 255.255.255.0
HQ(config-subif)# frame-relay interface-dlci 102
HQ(config-subif)# interface s0/0/1.103 point-to-point
HQ(config-subif)# ip address 192.168.192.1 255.255.255.0
HQ(config-subif)# frame-relay interface-dlci 103

Configure EAST'’s serial interface:

EAST(config)# interface serial 0/0/1

EAST(config-if)# encapsulation frame-relay
EAST(config-if)# no shutdown

EAST(config-if)# interface serial 0/0/1.201 point-to-point
EAST(config-subif)# ip address 192.168.128.2 255.255.255.0
EAST(config-subif)# frame-relay interface-dlici 201

Configure WEST'’s serial interface:

WEST(config)# interface serial 0/0/0

WEST(config-if)# encapsulation frame-relay
WEST(config-if)# no shutdown

WEST(config-if)# interface serial 0/0/0.301 point-to-point
WEST(config-subif)# ip address 192.168.192.2 255.255.255.0
WEST(config-subif)# frame-relay interface-dlci 301

Verify Frame Relay operation by pinging EAST and WEST from HQ.
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Are you able to ping all the interfaces?

Issue show frame-relay pvc and show frame-relay map commands to

troubleshoot connectivity problems.

HQ# show frame-relay pvc

PVC Statistics for interface Serial0/0/1 (Frame Relay DTE)

Active Inactive Deleted
Local 2 0 0
Switched 0 0 0
Unused 0 0 0
DLCI = 102, DLCI USAGE = LOCAL, PVC STATUS = ACTIVE,

Serial0/0/1.102

input pkts 58

out bytes 13036
out pkts dropped O
in FECN pkts O

out BECN pkts O in DE pkts O

out bcast pkts 32 out bcast bytes 10956
5 minute input rate 0 bits/sec, 0 packets/sec
5 minute output rate O bits/sec, 0 packets/sec
pvc create time 00:37:48,

output pkts 52
dropped pkts 0O

in BECN pkts O

DLCI = 103, DLCI
Serial0/0/1.103

USAGE = LOCAL, PVC STATUS = ACTIVE,

input pkts 46

out bytes 11684
out pkts dropped 0O
in FECN pkts O

out BECN pkts O in DE pkts O

out bcast pkts 28 out bcast bytes 9604
5 minute input rate O bits/sec, 0 packets/sec
5 minute output rate O bits/sec, 0 packets/sec
pvc create time 00:37:14,

output pkts 48
dropped pkts 0

in BECN pkts O

HQ# show frame-relay map

Static

INTERFACE =

in bytes 13130

in pkts dropped O
out bytes dropped O

out FECN pkts O
out DE pkts O

last time pvc status changed 00:28:42

INTERFACE =

in bytes 10322

in pkts dropped 0O
out bytes dropped O

out FECN pkts O
out DE pkts O

last time pvc status changed 00:24:54

Serial0/0/1.102 (up): point-to-point dlici, dlci 102(0x66,0x1860), broadcast

status defined, active

Serial0/0/1.103 (up): point-to-point dlci, dlci 103(0x67,0x1870), broadcast

status defined, active

Which OSI Layer 3 protocols are forwarded over the PVCs you configured?
How does this differ from the way the output of the show frame-relay map
command usually looks with multipoint subinterfaces configured? Refer to

EIGRP Lab 2.4 if necessary.
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Which transport protocol does IS-IS use?

Why will these packets be forwarded?

Step 3: Configure and Verify I1S-IS over Frame Relay

Like OSPF, IS-IS is configured by enabling an IS-IS process and specifying
which interfaces are to participate in the IS-IS process. Configure IS-IS to run
over this point-to-point network with the following commands:

HQ(config)# router isis

HQ(config-router)# net 49.0001.1111.1111.1111.00
HQ(config-router)# interface serial 0/0/1.102
HQ(config-if)# ip router isis

HQ(conFfig-if)# interface serial 0/0/1.103
HQ(config-if)# ip router isis

HQ(conFfig-if)# interface loopback 0
HQ(config-if)# ip router isis

EAST(config)# router isis

EAST(config-router)# net 49.0001.2222.2222.2222.00
EAST(config-router)# int serial 0/0/1.201
EAST(config-if)# ip router isis

EAST(config-if)# int loopback 0

EAST(config-if)# ip router isis

WEST(config)# router 1isis

WEST(config-router)# net 49.0001.3333.3333.3333.00
WEST(config-router)# int serial 0/0/0.301
WEST(config-if)# ip router isis

WEST(config-if)# int loopback O

WEST(config-if)# ip router isis

Verify your IS-IS configuration by issuing the show ip route command on each
of the routers:

WEST# show ip route
<output omitted>

Gateway of last resort is not set

192.168.192.0/24 is directly connected, Serial0/0/0.301
192.168.30.0/24 is directly connected, LoopbackO
L1 192.168.128.0/24 [115/20] via 192.168.192.1, Serial0/0/0.301
L1 192.168.10.0/24 [115/20] via 192.168.192.1, Serial0/0/0.301
L1 192.168.20.0/24 [115/30] via 192.168.192.1, Serial0/0/0.301

- ) O
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If each router has a complete table, including routes to 192.168.10.0/24,
192.168.20.0/24, and 192.168.30.0/24, you have successfully configured IS-IS
to operate over Frame Relay.

Test these routes by pinging the Fast Ethernet or loopback interfaces of each
router from WEST's console.

Are you able to ping all the interfaces?

Finally, issue the show isis database and show isis topology commands:
HQ# show isis database

1S-1S Level-1 Link State Database:

LSPID LSP Seq Num LSP Checksum LSP Holdtime ATT/P/0OL
HQ.00-00 * 0x00000007  Ox3B7A 737 0/0/0
EAST .00-00 0x00000004  OxAOED 736 0/0/0
WEST .00-00 0x00000003 0x7603 666 0/0/0
I1S-1S Level-2 Link State Database:

LSPID LSP Seq Num LSP Checksum LSP Holdtime ATT/P/0OL
HQ.00-00 * 0x00000009  0Ox2F3C 744 0/0/0
EAST.00-00 0x00000006  Ox90E7 747 0/0/0
WEST .00-00 0x00000004  0x5B53 742 0/0/0

EAST# show isis topology

1S-1S paths to level-1 routers

System Id Metric Next-Hop Interface SNPA

HQ 10 HQ Se0/0/1.201 DLCI 201
EAST --

WEST 20 HQ Se0/0/1.201 DLCI 201
1S-1S paths to level-2 routers

System I1d Metric Next-Hop Interface SNPA

HQ 10 HQ Se0/0/1.201 DLCI 201
EAST --

WEST 20 HQ Se0/0/1.201 DLCI 201

Note that no pseudonode LSPs (with non-zero circuit IDs) appear in the show
isis database output because we are using point-to-point links to connect the
routers.

How is the subnetwork point of attachment (SNPA) expressed in a Frame Relay
network?
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Step 4: Verify I1S-IS Connectivity

Run the following TCL script on all routers to verify full connectivity:

foreach address {

192.168.10.1

192.168.128.1

192.168.192.1

192.168.20.1

192.168.128.2

192.168.30.1

192.168.192.2 } { ping $address }

If you have never used TCL scripts before or need a refresher, see the TCL lab
in the routing module.

You should get ICMP echo replies for every address pinged. Check your TCL
script output against the output in Appendix A. Make sure you run the TCL
script on each router and get the output recorded in Appendix A before you
continue with the lab.

Step 5: Demonstrate 1S-IS Interface-Type Mismatch

A common error with 1S-IS configuration is mismatched interface types in an
NBMA environment (normally Frame Relay or ATM). To illustrate this, switch
EAST'’s point-to-point interface to a multipoint interface. Remove the commands
currently configured on Serial0/0/1.201 with their respective no commands.
Then, create a multipoint subinterface on EAST named Serial0/0/1.2001. Place
the same commands you removed from Serial0/0/1.201 on Serial0/0/1.2001.

EAST(config)# interface serial 0/0/1.201
EAST(config-subif)# no ip address

EAST(config-subif)# no ip router isis

EAST(config-subif)# no frame-relay interface-dlci 201
EAST(config-subif)# interface serial 0/0/1.2001 multipoint
EAST(config-subif)# ip address 192.168.128.2 255.255.255.0
EAST(config-subif)# iIp router isis

EAST(config-subif)# frame-relay interface-dlci 201

Allow the Frame Relay PVC to become active. View the output of the show
clns neighbors command on HQ and EAST:

HQ# show clns neighbors

System Id Interface SNPA State Holdtime Type Protocol
WEST Se0/0/1.103 DLCI 103 Up 27 L1L2 1S-1S

EAST# show clns neighbors

System Id Interface SNPA State Holdtime Type Protocol
HQ Se0/0/1.2001 DLCI 201 Up 258 IS ES-IS

The output indicates mismatched interface types! Since Cisco IOS Release
12.1(1)T, an Integrated IS-IS mismatch is indicated in the following cases:
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e EAST (multipoint) receives a point-to-point hello PDU, realizes it is the
wrong hello type, and installs the neighbor as an ES. EAST shows HQ in
the show clns neighbors command with protocol ES-IS.

e HQ (point-to-point) receives the LAN hello PDU, recognizes the
mismatch, and ignores the neighbor. EAST does not appear in the output
of the show clns neighbors command. The output of the debug isis
adj-packets command shows the incoming LAN IIH PDU and EAST
declaring the mismatch.

EAST# debug isis adj-packets

I1S-1S Adjacency related packets debugging is on

00:31:58: ISIS-Adj: Sending L1 LAN I1H on LoopbackO, length 1514

00:31:58: ISIS-Adj: Sending L2 LAN 1IH on LoopbackO, length 1514

00:31:59: ISI1S-Adj: Encapsulation failed for L2 LAN 1IH on Serial0/0/1.2001
00:31:59: ISIS-Adj: Encapsulation failed for L1 LAN IIH on Serial0/0/1.2001
00:32:01: ISIS-Adj: Sending L1 LAN I1IH on LoopbackO, length 1514

00:32:01: ISIS-Adj: Sending L2 LAN 1IH on LoopbackO, length 1514

00:32:02: 1SIS-Adj: Encapsulation failed for L2 LAN IlH on Serial0/0/1.2001
00:32:03: 1SIS-Adj: Encapsulation failed for L1 LAN IlIH on Serial0/0/1.2001
00:32:04: 1SIS-Adj: Sending L2 LAN I1IH on LoopbackO, length 1514

00:32:04: 1SIS-Adj: Sending L1 LAN 1IH on LoopbackO, length 1514

00:32:04: 1SIS-Adj: Rec serial 1lIH from DLCI 201 (Serial0/0/1.2001), cir type
L1L2, cir id 00, length 1499

00:32:04: ISI1S-Adj: Point-to-point IlIH received on multi-point interface:
ignored I1IH

00:32:05: 1SIS-Adj: Encapsulation failed for L2 LAN IlH on Serial0/0/1.